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[Purpose and Background of the Research]

The conventional automatic speech translation, which
translates a sentence after each utterance in a simple do-
main such as travel conversation, is advancing for practical
use, but the human simultaneous interpretation is far diffi-
cult and its computational realization is understudied. We
have collected around 400 hours of human interpreting
corpus and developed incremental automatic speech recog-
nition, synthesis, and machine translation as fundamental
modules. However, further research and building an
eco-system of collecting data and improving performance
in real applications are necessary to approach human inter-
preter quality. This project focuses on fundamental inter-
disciplinary researches and building the eco-system with
interpreters, computer scientists, and system users.
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2. Evaluation method of interpretation. A) Analysis and
modeling of interpreting strategy, latency control, and
summarization. Building interpreter supporting system.
Implementation into an online interpretation service plat-
form. B) Automatic evaluation of interpretation quality of
human interpreter and the interpretation systems consider-
ing interpretation quality, latency, intention, content
preservation, length of interpretation speech. C) Real-time
analysis by brain-sensing for evaluation of mental load of
translation

3. Corpus annotation and system development. A) Anno-
tation of time alignment and interpretation quality to the
simultaneous interpretation corpus. B) Collection of mul-
timodal and multi-source interpretation corpus and annota-
tion. C)Building eco-system of collecting data and im-
proving performance in real online interpretation system.

[Expected Research Achievements and Sci-
entific Significance]

(DSimultaneous interpretation methods composed of in-
cremental speech recognition, speech synthesis, and ma-
chine translation. @Multi-source and multi-modal inter-
pretation methods. (3Automatic simultaneous interpreta-
tion system (@Automatic evaluation system of interpreta-
tion quality of human interpreters and machines. &
Automatic interpreter support system supporting human
interpreters in real-time. (6 Annotations of time align-
ment and interpretation quality. The project will be en-
hanced by interdisciplinary and international collaboration.
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- Automatic Translation of Spoken Language, Acoustic
Science Series 18 CORONA Publishing 2018
- ”Simultaneous Speech-to-speech Translation based on
Neural Incremental ASR, MT, and TTS”, Proc. Acous-
tical Society of Japan, 3-4-4 Spring 2020
+ “NAIST English-to-Japanese Simultaneous Translation
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Proc. International Workshop of Spoken Language
Translation 2021
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tion Corpus: Construction and Analyses with Sen-
tence-Aligned Data”, Proc. International Workshop of
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