13




oood

000000000000 0o0O00ooOo0o00oooO0ooooOoOOooOobOoOoO (OO
O000000000000)000000ggggogoooogooooooooooon
O000000000000D0o0DoDOO00oDb00Doo0oDoooDoooDoOoooDgn
OO0000O000000ooOO0DoOoo0bOOoo0bOo0ooo0oOooooooobooooDaoan
O000000000000D0o0DoDOO00oDb00Doo0oDoooDoooDoOoooDgn
OO0000O000000O0O0DO0o0bOO0o0bOo0ooooobOoooOoooooonoan
O000000D00ddo0dDoooDb0ooo00ooooDoOoooDOoooOoooDgn
Oooooon

00000000 DOO0D0OO000D0OOO000bDbOO0o0OooDoOOo MSLROODOOO
000000000000 DO0oOo0b0oooO0obooobOooobO0ooOooboooMSLROO
O000000000000D00DDOO00D00D0doDoOoooDOoooOoooDgn
OO0000O00000ooO0oo0bO00bOoooooooooooooOoooooooa
O000000000000Do0O0o0DO00ooD00oDoooDoOOooDoDODOoooDOoooDgn
000000000 DO00000oOoo00oooooboooo MSLROOOOOODOOOd
0000000 0ObOO00obDOo0ooooboooooooOolooooooooon
OOoO0oOoooooooo

OD0O00000000000oDoOO0ooDoooDo0ooooDooooooooooo
OO0000O000O00oOo0o0ooOOo0bOooooooooooooobooooooooa
Oo0o00o00ooOOoOOoOOoOoOOoOOoOOoOOoOOoOOODOOOODOODODODODODO0000O0OoOoaoa
O000000000000000DoOooDb00oDoooDoooDooooDOoooDgn
OO0000O000O000O00DooOoo0bOoobOooboooooooooooooan
[0 The exploration and analysis of using multiple thesaurus types for query expansion in
information retrieval J O OO0 OO0 00O

O000000000000D00DDO00DO00DoD00oDoOoooDOoooDgoong
OO0000DOO00oO0o0ooooooobOooooo200000000000000ad
O00000000ddo0dDoOooDoooDo0ooooooooOoooDooongn
OO0000O000O000O000Oo00DoOOoo0bOO0o0ooOo0ooOoooooooOOoooDan
O000000000d0o0dpDoOooDDOo0ob00ooooDooooOoooDooongn
OO0000O000O00o000oO0oooDooobOooooooOoooooooboooonoan
O0000000000o0doodooDoooDdoDoooDoooooooOoooDogn
KwiICOOOOOoOooooooooooboooooooooooobooooooo
O000000D000000doo0o0DooooD00oDoooDoOooDoOoooDoooDgn
OO000000O00oOOo0DOOoooOooooooon

000000000 DOOHPSGOOOOOOODDODODOOOOOO0OOODOOO0ODOOODOO
OO0000O00OO0o0ooooooooooooooooboobooooooooboooa
O000000000do00bodoo0odooooooDOooDoOooDooDoOoogooon



O000000000D0000000O0DO00 The LiLFes abstract machine and its evaluation
with the LinGO grammar0 0 0000000000000 O0ODOOOO0OOOODOOO
000000000000 OOO000000oDDOo0000oooooOobO0o0ooOon
0000000000 0000o0oOo000on

oood

gboood obodd
goood obodd

goo ggoo
goo gogoo
Jooo

95,7000 O

O0000000ooooooooogoon)
O000000000Oooooooon)
O00000000oooooooooooon)
O000000000Oooooooon)

(
(
(
(



oooooood

Kentaro Inui, Virach Sornlertlamvanich, Hozumi Tanaka, Takenobu Tokunaga.
Probabilistic GLR Parsing. Advances in Probabilistic and Other Parsing Tech-
nologies, Kluwer Academic Publisher, Chapter 5, pp. 85-104, 2000, Dec.

0000,0000,0000,0000,00 00.0000000000 MSLR
0000000000.000000, Vol. 7, No. 5, pp. 93-112, 2000, Nov.

O000.0000000D000b0000. 00000odvol. 29, No. 9, pp.68-75,
2000, Aug.

Timothy Baldwin, Hozumi Tanaka. The Effects of Word Order and Segmentation
on Translation Retrieval Performance. Proceedings of the International Conference
on Computational Linguistics, pp. 35-41, 2000, Jul.

goboo,gdboo,gob,ggoo.bbobooooobooboooo.bobog,
Vol. 41, No. 7, pp. 774-786, 2000, Jul.

000000000000000000000000000000. 00000Vol,
41, No. 7, pp. 793-796, 2000, Jul.

godogd,booo,bbbobo,00ub. jddooooooououoooooo
OOoOoDOoobOobD. ooboooobobobooooo, Vol 2000, No. 65, pp.
87-94, 2000, Jul.

Kiyoaki Shirai, Hozumi Tanaka, Takenobu Tokunaga. Semi-Automatic Construc-
tion of a Tree-Annotated Corpus Using an Iterative Learning Statistical Language
Model. Second International Conference on Language Resources and Evaluation,
pp. 461-466, 2000, May.

Rila Mandala, Takenobu Tokunaga, Hozumi Tanaka. Query expansion using het-
erogeneous thesauri. Information Processing and Management, Vol.36, No.3, pp.361-
378, 2000, May.

Tokunaga Takenobu, Ogibayashi Hironori and Tanaka Hozumi. Effectiveness of
complex index terms in information retrieval. The 6th RIAO Conference (RIAO
2000), pp. 1322-1331, 2000, Apr.

Rila Mandala, Takenobu Tokunaga, Hozumi Tanaka. The exploration and analysis
of using multiple thesaurus types for query expansion in information retrieval. [
OO0Ooo, Vol.7, No.2, pp.117-140, 2000, Apr.



0000.000000000000000.000000200000000000
00000, pp. 31-32, 2000, Mar.

goodg,bodgb,gobd.goboobbuogbbooobboobnbooobo
obobod.boobobobedbOdn, pp. 151-154, 2000, Mar.

0000,0000,0000.00000000000000000.00000
00600000, pp. 439-442, 2000, Mar.

Timothy Baldwin and Hozumi Tanaka. Verb alternations and Japanese — How,
what and where? Proceedings of the 14th Pacific Asia Conference on Language,
Information and Computation (PACLIC 14). pp. 3-14, 2000, Jan.

Yusuke Miyao, Takaki Makino, Kentaro Torisawa, and Jun-ichi Tsujii The LiLFeS
abstract machine and its evaluation with the LinGO grammar, Journal of Natural
Language Engineering, Cambridge University Press, Vol 6(1), pp. 47-61, 2000.

Kentaro Torisawa, Kenji Nishida, Yusuke Miyao, and Jun-ichi Tsujii An HPSG
Parser with CFG Filtering, Journal of Natural Language Engineering, Cambridge
University Press, Vol 6(1), pp. 63-80, 2000.

goo,0o0ooo, 0o, 0ooo,3tooooooonouoooooooonon
000000, Journal of Natural Language Processing (00O O0000O0O0O) Vol
7(5), 2000.

Hiroshi Kanayama, Kentaro Torisawa, MITSUISHI Yutaka, Jun-ichi Tsujii, A Hy-
brid Japanese Parser with Hand-crafted Grammar and Statistics, in Proceedings
of the 18th International Conference on Computational Linguistics, pp. 411-417,
Saarbrucken, Germany, August, 2000.

0000,0000,0000,00000,0000, FB-LTAG OO HPSG OO
0000,000000060000000000, pp. 183-186, March, 2000.

OO0oo0O0,00000,0000,HPSGOOOOOOOOODOODODODOODO,O
OOoodboednooboOonoooog, pp. 187-190, March, 2000.

000,00000,0000,000000000000,0000000 600
00000000, pp. 252-255, March, 2000.

goo,gobbobo,bbo,bbbb,3bbu4000oooooooooboog,
OOooO0bOobebOOdODbODbDOOOOO, pp. 487-490, March, 2000.



0000,0000,000000000000000,000000060000
000000, pp. 495498, March, 2000.

Sadao Kurohashi and Wataru Higasa: Automated Reference Service System at
Kyoto University Library, In Proceedings of 2000 Kyoto International Conference
on Digital Libraries: Research and Practice, pp.304-310, Kyoto (2000.11.13-16).

Sadao Kurohashi and Manabu Ori: Nonlocal Language Modeling based on Context
Co-occurrence Vectors, In Proceedings of the 2000 Joint SIGDAT Conference on
Empirical Methods in Natural Language Processing and Very Large Corpora, pp.80-
86 (2000.10).

Sadao Kurohashi and Wataru Higasa: Dialogue Helpsystem based on Flexible
Matching of User Query with Natural Language Knowledge Base, In Proceedings
of 1st ACL SIGdial Workshop on Discourse and Dialogue, pp.141-149, (2000.10).

Daisuke Kawahara and Sadao Kurohashi: Japanese Case Structure Analysis by
Unsupervised Construction of a Case Frame Dictionary, In Proceedings of 18th
COLING, pp.432-438, (2000.8).

Hideo Watanabe, Sadao Kurohashi and Eiji Aramaki: Finding Structural Corre-
spondences from Bilingual Parsed Corpus for Corpus-based Translation, In Pro-
ceedings of 18th COLING, pp.906-912, (2000.8).

Yasuhiko Watanabe, Yoshihiro Okada, Sadao Kurohashi and Eiichi Iwanari: Dis-
course Structure Analysis for News Video, In Processdings of IEEE International
Conference on Multimedia and Expo (ICME2000), (2000.6).

Richard F. E. Sutcliffe and Sadao Kurohashi: A Parallel English-Japanese Query
Collection for the Evaluation of On-Line Help Systems, In Proceedings of The

Second International Conference on Language Resources & Evaluation, pp.1665-
1669, (2000.6).

0000000000000000000000 : 0000AOBMABOOOO
000000000,0000000, Vol.15, No.3, pp.503-510 (2000.5).

0000,0000 :000000000000000000000000000,
000000000, Vol.4l, No.4, pp.1162-1170 (2000.4).






O0ooooboooo MSLROODDOOOOOOO

oo oOor oo oOobO" oo Ogoof
OO0 O0Of' 00 oot

ooooooooOo0oooooO0ooooOboO0oooDoOooOoOoOoMSLROOODODODOO
Ooo0ooooO0oooOo0ooooOoOMSLROOOOODOOO LROOOOODOO
ooooboboooobobooooobooboboooooooooooboooDoog
Oo0o0ooooOoOooooMSLROOOOODOOOOODODOOUODODO LRODOO
OO000o0oDOO000OO00o000 LROOOODOODOOOOOLROOODOODO
ooooooOoobOo0o0ooooOooo0oOoOoDO LROOOOODODOOODOOOODO
OO0o0oO0oDO0o0oDOO0o00O000O0LRODOODOODOOOODOOLROOOOOO
Oo00o0ooooO00ooooOoOoOoooMSLROOOOOODOOOO LROOOODOO
goooboobooooboooboobooooobooooooooooooboonog
ocooooooMSLROOOOOOOOOOOOOOOOOODOODOODOODOOO
ooboobOoboobooobOobooboobooboboooooooooobooooboonag
ooooooOoooooooo0oooboboOoOoDOo0oooboOoooooooOD LROO
O (PGLRUOOO)00O00O0OO0O0O0UOOO0OOO PGLROUOODOOOOOODO
oooobobo0oobobooooooboooooooDbo

ooooo: tobooboooboobooobD LrOODOOO

MSLR Parser Tool Kit — Tools for
Natural Language Analysis

Kivoaki SHIRAIT | Masaniro Ueki't | Tancur Hasuimoro! |

TAKENOBU TOKUNAGAT and Hozumi TANAKA T

In this paper, we describe a tool kit for natural language analysis, the MSLR, parser
tool kit. The ‘MSLR parser’ is based on the generalized LR parsing algorithm, and
integrates morphological and syntactic analysis of unsegmented sentences. The ‘LR
table generator’ constructs an LR table from a context free grammar and a con-
nection matrix describing adjacency constraints between part-of-speech pairs. By
incorporating connection matrix-based constraints into the LR table, it is possible
to both reject any locally implausible parsing results, and reduce the size of the LR
table. Then, using the generated LR table and a lexicon, the MSLR parser outputs
parse trees based on morphological and syntactic analysis of input sentences. In ad-
dition to this, the MSLR parser accepts sentence inputs including partial syntactic
constraints denoted by pairs of brackets, and suppresses the generation of any parse
trees not satisfying those constraints. Furthermore, it can be trained according to
the probabilistic generalized LR (PGLR) model, which is a mildly context sensi-
tive language model. It can also rank parse trees in order of the overall probability
returned by the trained PGLR model.

KeyWords: morphological analysis, syntactic analysis, generalized LR method, parser

1



oooooo Vol. 7 No. 5 Oct. 2000

1 Odoo

000019980 100000000000 DooOoOMSLRODODOODOOOOOOOOn
000 'OMSLROOO (Morphological and Syntactic LR parser) 00000 LROO OO0
0000o0o000oo00Uo0o0U0ooO0 (o0oo0)0Do00DUooOooUOoooUooo
000000000000002%20000000MSLROOO0OOOOO0OOOODOOOOO
gooooo

MSLROODODOOOODODOOOODOOOOOO30000o00od

ooo oooobooobo0obooboboboobooobooobooo
ooo obooooboboooboboboboobobobobooobobooo
gD Uo o o
gogooooo
ooo oooobdoboobobooobooboboobobob 2000
ooooboooboobooboooonboo
oo oobobobobobbbbobbobobbobbbobbbooboooooa
0000000000000 oooodMSLROODODODOODOOOODODOOOOOOOO
goooooMSLROOOOOODODODOOODOOOODODOOODOOODODOOOOODO
oo ooobbobobobbbbbbbbbbbuodooo0UuUuUga
ggooobobbboooooobbbbood

MSLROODOO COOODOODOOODOODOOOSO wmixOOODOODOODOODOODO
oSO0dbDOobOoOoboobOobooon

e SunOS 5.6

e Digital Unix 4.0

e IRIX 6.5

e FreeBSD 3.3

e Linux 2.2.11, Linux PPC(PC-Mind 1.0.4)
MSLROOOODOOODOOOOODODODOOOOOODOODOOO0OOOOoOooDOooooon
00000000000 00000000O000U0000O00O0U0O0OD (OO0 1,408) 0O
00 (00000 241,113)000000050Mbyte00 000 10MbyteD OO OQOOOOOO

t000000 D00000U00000 0oo0OOod, Department of Computer Science, Graduate School of
Information Science and Engineering, Tokyo Institute of Technology

f+t0000000 U00000000 0000000000 OD00oO00OoOoOoo, Teaching Materials Development
Section, Department of Educational Support Services, Center for Teaching Japanese as a Second Language,
The National Language Research Institute

1 http://tanaka-www.cs.titech.ac.jp/pub/mslr/

2MSLROOOOOD0OOO0OOOODOO (DO0OOO0)00O0000O00D00O0O0OUOOUOD0ODO0O0ODO0O0OOOOOOOO
goodoooooooooboo



oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

good
goo0o0ooo0ooO0o0ooOoOooOooooOooOo100ooMSLROOOOOOOO
ooooooob0 LROOoOOooOOo0obO0ob0obo0obO0oDbD LROODDODOODOOODOobOO
000 LROOCOODOOOMSLROOOOOODOOOLRODOOODOOOOOODODOO
0000oo0o00o0ooOo0oUooO0O (boo)oooooo

(ompoon)
—

ooooonD

A
-------- e [

y
@DDDDDDDDDDD)

01 MSLROOOOOOOOOOOOOOOOOO

gbooooobobooooboobooooboooooonog

MSLROOOOOOOOOOOOOOOOOOODOODODOOOODOOOoOooOOooDOooOo
gobooobooboboobbooboooboobboobobooboboobbooo
oboooooboobOoobooooooobooooooooooooobooooboonoo
0000000000000 000000000DOMSLROOOOOODOOOO (OOO
000)0000000 (DL0)0000O00D0O00O0DODO0D0D0O0ODOOooOOoOo
oboooooboooonbo
LROOODOOOOOOODOOOOOO0OOOOOOOOODOOOOO LROOODODOOO
ooooOoLROOODOOODOODOOOOOOOOODOOObOOOODOObDOODO
oobooOooo LRObDOOO0bObOO0bOobOobDOobOooooobobOobooobo
OooooooO0oo0o0D LROOODDOOODOOOOOOOOODOODOOO
oboooobooooobobooooboooon
gobooooboobooboooboooboobboobbooboobbooobobogon
goboooboboobobooobooboboobboobbooboobboobobooo
ocoooooooooooobooOooboOoooOoboOoboooOo0oooOoo LROoOOOO
obhobOobooboobooboooooobooooooooboooooobobobono
gooobooboooboobooboboo
goboooboobobooboooboobboobboobobobobooobbogoon
obooooooooboboboooooobOobobooooooooboobobooon

3



oooooo Vol. 7 No. 5 Oct. 2000

obobobobobobobOobOobOobOobOobOobOobOobOobOobOoboDbo
ooooooooooooboboo

[D00O0O0o0oOooojoooog

0000o0U0000oooooooooooooooooooooDACCOOOOOOO
00000000 (0O0)00o0oo0oooUooooo

|(SRRARY|V(NARRRR|(RARRRY||(NYRYI(RRRRRY]IWY

Oo00o0000oo00ooo0ooo0ooooooooooooooooooooooon
OO0000o0o00oooooooooooooooooooooooo
e DUOO0OO LROOO (Inui, Sornlertlamvanich, Tanaka, and Tokunaga 1998; Sornlert-
lamvanich, Inui, Tanaka, Tokunaga, and Toshiyuki 1999) (Probabilistic Generalized LR
ModelUD O PGLRUOOOD)OOUDOUOODUUOOODUDUOPGLROODOOODOUOOO LR
000000000000 o0oooDoooooo0oooDooPGLROODOOOOO
00000000 00ooOo0ooooooooooooooooooooooooon
OO000oooooooooooooooooooon
0000o0o000ooo0ooooo00UooooooooooooooOoo20000
00000000D000 LROOODOOOO0OO0O0OO0OO03000 MSLROOOODODOOOOO
goo0oo0O0o40000000000MSLROOOOOOODOODODOODOOOODOO
ooooo

2 LROOOO

OO00O0OMSLROOOOOOO0O0O0ODOCOO LROOOOOOOOOOOOOOOOO
googo

21 3000LROOODOOODOO

OO0 LROUOOUDOOOO LROOOOSLR (Simple LR), CLR (Canonical LR), LALR
(Lookahead LR) 0 3000000000 LROODD0OU0OOD0OD 3000 LROOODOOOO
gooono

0000000000 DO0D00D0DO00oU0O0OU0000 LALRODOODOOODOO0OOoDOOooOaon
000000 LROODOODO LALROOODDODODODODODDOO LROODDOOODOOOO
00000 (Aho, Sethi, and Ullman 1985) 000000000000

4



oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

22 JUoO0O0obobOobOOoOooooboobod

go0ooo0oooOoO0o0 LROOOOO0OOCOOOOOOODOLROOODOOODOOOO
goooooo0oooOooobOoOoooOoOoobOoO0oO0 LROODODOOODOOODOODODOO
goooooooobooboboooo LrRO0DOooobobOoobOobobooooboo

000000 2000 CFG, 000000030 CFG, 000000000DODOOOOO
gooooooooooooboOoOoOoooOooO0ooOOo0ooDOOCrFG, 0DO0OO0LRODODOO
o000D0O0O000000O0O0 LROOO 300000000 30 LROO actionOOOOO
O0goto0O0O0D0O0ODOOOOODOOOO LRODODO 4000000000000 0O0DODOO
0o0o0ooooo0oo 40000000000000 (4,j)01004¢00000 ;0400
000 «; 0000000O00O0O00OO0ODO0DO0O¢(G,j) 0000 ;0 2, 00000000
0000ooo0ooUooo0o“Y0o000oo0oo0o0oooouoo

S — VP (1) VS1 — vs_1 (10)
VP = PPVP (2) VS — vs5k (1)
PP — VP PP (3) VS = vs.m  (12)
VP - VAX (4) VS — vs_bw (13)
V — VS VE (5) VE — ved (14)
V — VS1 (6) VE — ve ki (15)
PP —-NP (7) VE — ve_ma (16)
N — noun (8) AX — AX aux  (17)
P — postp (9) AX — aux (18)

02 0000: CFGy

CFG; 000VSOOOOO0OOOO0O0O vsbk, vsbm, vsbw OOVEOOOOOOODODO
O ved,veki,vema 0OOO0OOOO0O (5)000VOOOOOODOOOO3x3=900000
gooooooooboob 40000000000 D0O0OOO9Y0DOOODOOOO “vsbk
ve ki’ “vs_bm vema”d “vs bw vei” 0 3000000000000 00DOO0OCOO0ODOO
gboooooboooooboobono

00000 30 LRODOOO 4000000 vediDODOODO re1l1 000 reduced 0000
O0O0rell OOCFG, 000000 (1) OODOO0OOOOOOOODOOODOOO (O 500

3CrFGy000000DO0OO0O0OO0OO0OODOOODOODOODOOS=0,VP=000,PP=0000, V=00, VS1=0O
0oo0ooo,vs=0000,VE=00O00,N=00,P=00,AX=0000((00000000)0vs.1=00000
O,vsbk=00000000,vsbm=00000000, vshw=00000000, veli=00000, veki=000
00, veema=00000, noun=00, postp=00, aux=000 (0000000 (00O))O

5



oooooo Vol. 7 No. 5 Oct. 2000

vs-1 vs_bk vs_Hm vS_Hw ve_i veki ve.ma  aux noun postp $
0 shl sh4 sh3 sh2 sh1l
1 rel0
2 rel3 *reld  *rel3
3 *rel2  *rel2 rel2
4 *rell rell *rell
5 sh13
6 shl sh4 sh3 sh2 sh1l
7 sh16
8 re6
9 sh20 sh19 sh18
10 shl sh4 sh3 sh2 sh1l rel
11 re8
12 acc
13 rel8 rel8 rel8 rel8 rel8 rel8 rel8
14 red red red red sh24 red red
15 | re2/shl  re2/sh4 re2/sh3 re2/sh2 re2/sh11l re2
16 re9 re9 re9 re9 re9
17 re7 re7 re7 re7 re7
18 rel6
19 relb
20 reld
21 red
22 shl sh4 sh3 sh2 shll
23 | re3/shl re3/sh4 re3/sh3 re3/sh2 re3/sh1l
24 rel7 rel7 rel7 rel7 rel7 rel7 rel7
03 CFG: 0000000 LRO (actionOd0O0)
vs_l vs_Bk vs.bm vsbw ved veki ve.ma noun postp aux $
vs_1 0 0 0 0 0 0 0 1 0 1 1
vs_bk 0 0 0 0 0 1 0 0 0 0 0
vs_Hm 0 0 0 0 0 0 1 0 0 0 0
VS_OHW 0 0 0 0 1 0 0 0 0 0 0
ve_i 0 0 0 0 0 0 0 0 0 1 0
ve_ki 0 0 0 0 0 0 0 0 0 1 0
ve_ma 0 0 0 0 0 0 0 0 0 1 0
noun 1 1 1 1 0 0 0 1 1 1 1
postp 1 1 1 1 0 0 0 1 1 0 1
aux 1 1 1 1 0 0 0 1 1 1 1

04 0ODODO

ODoooOoDbOobogobDvediOOOOODOODOsbkved’ D00 0ODOODOODOODOOOOO
0000000000000 0000 400000000000O0O000OO 300000
goooooooooooooooooOoooooOoOoObOooooogooooDboOog LR
goooooobooboooboboooobooobooooobobooboobobooog
goooooooooobD LROogdboooooboobooooo 3ocooboooobogoo
0000 LROOOODOOODOOO0ODOODOOOOOOO LROOOOOODOOODOO

6



oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

rell

(ooo) e e e \VS_5K/ ve_i e o o
N ><//
) 0oooooo

05 000O0O0O0D0O00O0 reduced O

V — vs_bk ve ki (5-1)
V—-VSVE (5 = V — vs.bm veoma  (5-2)
V — vs_bw vei (5-3)

06 OUOOOOOOOOOOODO

gboboobobooooboobooboooobooooooooboboooobDo LROoOoooboOo
gooobooOobooooooboooboooooobooOooboobboooooLRObOOoDOO
goooooo0ooooooooOoooOooboOooOo0oobO LROOOOOOODOODODOO
0000000000000 0000 LROODO00OOO0C0OO0OO0D0OOO0OUOOoUoOOO (Li
1996) OO0 ODO0O0O0O0ODOOODOO

ooo00ob0 LRObOoOooOOobOoOobooboOobooo 3ocoooooon

(1) oooooOooO000DOOO0 LROOOOOODOOOOOOODOODOOOODODO
goooooobOooboobooboboooobooobooooboooooobobo

(2) obobobobobobobobobob LRObDObODOobDOoDOobDOobDOLRO
obbooOooboooobobooooobooooobooooooboobooog

(3) oooooOoO0oO0o0oooo0ooooob0o00 LROOoOoOoOOOoOOoOoODDO

000000000000 000000000D0UD0DUOCFG, 0000000 (5)
gobobboooedbbO3boobbbOOoonobbOoobDbOoOoOobDbOoOoOon
obbooboobOooooooooooooooooboooboooooooooo
gbooobOooboooboooooooboooboooooobooobooobooobooon
gooooooobobooboooobobLRObOOO0OoDOOobDOobOObObOODO
oooooobooooOoo0o LROoboooooooobobooooobooooboo
obooooOoboooobobooooooooooboooooooon



oooooo Vol. 7 No. 5 Oct. 2000

23 0000

LROOOOOOOODOODOOOOOOODODODOODODObOOOOOOODODOOOOOO
0000ooooooooooooooooooo0ooOoooooDoooooOoOoOoOoOoOOoOoog
0000000 LROODOODOOODOOOODOODOOOO0 140800000000 218000
0000 53700000000000000Q0 Sun Ultra Enterprise 250 Server(0 O O 2GBO
CPUOUD 300MHz) DOOOOOOO 10000

01 000000000 LROOOOOOOoOOoOD

cpunOO oono oono
oooogo 42.1(sec.) 1,720 379,173
oooogo 45.4(sec.) 1,670 197,337

01000o0ocCcpUOO0OO0OLROODODOOOOCPUDDOODOOOOOOODDODO LR
0000000000000 00000 LROOODO (shit OO0 reduce00)00000O0O
gobooobooboooboboobobobobUobOobobooogooboooooooooo
gobooobobooboobooboobooboooooLRO0bOooooooobooOooDoo
goooooooooooobooocpUOODOODOOOOOODOOOOOOOODOOO
gbooooooooboobooboobooboobooooooooooooooooooooooon
oobooooo LROoOoooobOoboboboobOobobobooobooooboooooo
goooooboooooooooooboooooobooboobbooboooLLROoObDOO
gooooooooboo0oooooooOoOobo0oOoLROODOO0OoOoOOOOOOOOoOOOOD
gooooooooooboo

3 MSLROOO

oooooMSLROODOOODOOOOOODOOOOODO

3.1 0ogobobuoooobboooan

1000000000MSLROUOOOODO0O0O0O0O000000O000OO (Tanaka, Toku-
naga, and Aizawa 1995) 000 0000000000000 00O0O0OOOOO0OOOOO0O 2
000 (CFG,)00 4000000 700000000000 DOO0OOOOOOOOUOOOO
00000 (000)0OD0 80000 DULUUOUOMSLROODOOODOOOOOOOOOODOO
goooooooooo



oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

oo oo oo oo
a vs_bk, vs_bw ggd | vs_bm
dodd | noun | postp, vs_1
a ve_i g vs_bm
O ve_ki O ve_ma
a aux g aux

07 OO0O0OO

[<8>, [<VP>, [<PP>, [<N>, [noun, O 0O 017, [<P>, [postp, 0111, [<KVP>, [<V>, [<VS>,
[vs_5m, O00O1], [KVE>, [ve_ma, 0111, [<AX>, [<AX>, [aux, O 1], [aux, 011111

gobooobbooobooobobooobo NOOODOOOOOoOobOoobDoOOobobDoboooo
3300000 PGLROODOOOOODOODOOOOOOUOODDODOOOOOODOD NOOOOO
goooooooooooooboNOO0OOOOOODOOOO0ODOOOOOODOOOn

S
|
VP

/\

PP VP
4.-"7(\ T
N v P \% AX

[ P N

on e VS VE AX ax
"-“D oo 0 Vs 5m ve_lma aux O
' oo o0 O

U8 oooooocoooooboodoo

MSLROOOOODODOOOOOOO0O0O0 LROOOOOOODOOOOOOODODOOOOOO0
00000 LROOOOOOOO0OODOOO0OO0ODOOOOMSLROOOOOOOODOOOOO
goooooOo0ooooO0oOooooO00OoooOoOOoO0U0O0DO LROO MSLROOODOOO
gooooooooOooOoooboooOooooMSLROOOODOOODOOOOODOOOODOO
00 (Tanaka et al. 1995) OO0 O0OOO0OOOOOO

(1) gobobobooobbooobboooobboooobbooooboono 9gn
gboooboobooobooboobon
(2) obooobO.0000000000:000000000000000000000

0000000000000000 900000 7000000000000000
0000 “0,vs5k)”,%(0,vs5w)”, (000 ,noun)” 000 30000000000
00000000000 000000000000000000000 LROOODO
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O0O0DO0Do0oDoDoDoao-
(booop) 01 2 3 45 6 7 8 9

09 MSLROOOOOODOODOOOOODOO

oboooooboooooboobooogd
(3) shit 000000000000 0ODOOODOOCOODOOOO0O0O0OOO0OoOoOoooOOo

000000000000 00Db000bO0o0D00bO0o0DbOO0D0D 00 vsbkO0O

000000 (00)O0OODO0OO0ODO0OODOOOvsbkOO0OOO1000000000O

oooooboobooocobooooobooobo1bobo0ooooocOooooco 1000004

oboobOoooobooobooboooboobOOooooooooo0 o0 noun OO0

goobobooboodbbnomm g o030 ooobooon

goobooboooobboo sgbbuooboobtbooobo 3gbbooon

oboooooboooooboooon

gbooooooboooboooboboobobooooboooobooboobOoono 200
ggd
a. (000 noun)(0 ,postp)(0 O ,vs_5m)(0 ,ve_ma) (O ,aux) (0 ,aux)
b. (000 ,noun)(0,vs_1)(0 ,aux)(0 ,vs_5m)(0 ,ve_ma) (0 ,aux)(0 ,aux)

00 CFG,0b. 0000000000000 O0ODOO0ODOOODOOODOOODOOOODOO0OO0
0000D00o0obOobO a,b. 00000000000 ODOOOOOOODOODOOOOOOO
ooooooooMSLROOOOOODOOOODOOOOODOOOOOOOOODOOOODOO
gboooobooobooboooobooooboooobobooobobooOobOooooonn
googobb 3ooooobbbodouooobbboooubb spooooobboboo
gooooooobobobbobtbddooooo oo bobbbbbobouoo
Ob.0O0O0ODOOUOODOOUOOOUOOOOUOOOYO,ws ) OODODODOOOODOOUOOOOOO
gooooo0oooooo 3s0boOo00o0ooobo0oooDoOY0bDOOO%s 17000000
0000000 30 LROODOUO0OO0O0O0O0O0O0OYOws 1)) 0000000O0UOOOODOO
0o0o0o0ooobOo0o00oooooo0ooooDooooobooDbOooOo b.OOOOODOO
goooooOoooooooMSLROOOOOOOODO 100000

3.2 Uoubobbbuooobbouoooobbogo

MSLROOOOOOOODOOOOOOOOODOOOO0O00000O0O0ODO0O00000OOMSLR
ggboooobooboobooboobobooboooboooboobboooboobbogo
googo
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oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

x, 0000000001 00000

gboboooooobooobooobooboooboboboobOboooboobooboooboooon
gbooooobooooboobooooooooooooboan

[x, 000 [, 00000011x, 000001

goooooooooo«ppoobooboboobooboooooboooooooooo
goooobOo0ooOOooooooboDo«0oo0o0oo0ooo0oooooboooboOoooooo
gboooooooooobooboobOoboobOoboobooboooooooooooooooo
go0ooo0o0oooOoO0oooooOooooOoMSLROOODODOOOOOOOODOOOODOO
00 «pP>” 000000D0OCOOOOOOO

[<pp>, 0000]0O0COOO0

gboooboobooooobooboobooobooooboooOoooboobooobocoboon
ggboboobooobooobooobooobbooboooobboooboobboo
gogboooobooboobooboooboobboobooobooboooboobbooo
gbobooboboobobobobooboboooobooboobooboobobooboboobon
gogbooooboobooboobooobooboooboooboobboooboobbogo
googoood

3.3 PGLRUOUOOOOOOOOO

PGLROODO (Inuiet al. 1998) 00O 00O LROODOOOOUOOOOOOOOODOOO
go00oo0o0ooooOopPGLROOOODOOODOOOOODOOODOOOOODOOOODO
0000 LROOOOO (shift 000000 reduce00)00000000O00OOOOOOO
0ooooooooooooooooooOoOoOooUoooooooooooooooOogoo
goo0ooo0o0oooOoo0ooobooOoooOoOoPGLROODOODOOOODOOODOOODODOO
000000000000ooO0o0O0O00O00000000D0oooODODoOoODDODoO0ODODO0000
00000000000000000000000040

LRODOOOOOODOOOOOODOOOOOODOOOOODOODOOOOOOODDOO
PGLROOOOOOODOOOOOOOODOOOODOOOODOOODOOODOODOOOO
000000000o0ooooo0oo0000000o0ooDooOoDOD000000oooODO00o0
000000000000 000000000000000 (Sornlertlamvanich et al. 1999)0

go0ooOoO0OoooOoPpPGLROODODOOOODOOODODO PGLROODOOODOOOO
o0o00oooOoOoOO0OODODODODODODODODODOO0OOO0OOOOOOOOO0O0O0O00O0000O0

4PGLROOOOOPGLROOOOOOOOONONONOOOOONODDNOOOONONDNOOOOONONONOOOONONONOOOn
000 (00,0,00,00 1998)0
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3.3.1 PGLROOOOODOOOO

PGLROODOOOOOOLRODDOOOOOOOOOOOOODODOOOOOOOOOO
00000000D0000000000000000000000D000000000000
000000000000000000000000000000LROOOOOOO0000
C(silj,a,) 00000000000s, 0 LROOD0O000O0OOL, 00000000a; 00
000000C(s;,lj,a,) 00000 s; 0000000 ; 000000 00000000
ooooo

LROOOOOOO0D000000 (1)(2)000000000

C(siy 15, a) )
P(l: i) = A 7 s 1
(l]?a/k‘|s) Z]7k C(Si,lj,ak;) Zf S E S ( )
C(si,l,ar) .
P i) = —=——2 2 8 i . 2
(ak|s:, 1)) S Clsi, L, an) if s, €8 (2)

0 (1)(2)000008,0shift000000000000000S, 0000000000000
0D00LROODOOOODOO0O0OO00 S,000 S, 000000000000000 30LROOO
0o0sS, ={0,1,2,3,4,11,13, 16,18, 19, 20, 24}, S, = {5,6,7,8,9,10, 12,14, 15,17, 21, 22, 23}
0000000000 S, 000000000000000000

0(1)00s; €8 00000000 s 00000000000000000000000
00000000000 O0000LROOOOOOOO0OOOO0OOO00OOO0NOD 100
0000000 30LRODO0 0000500 shit000000000000000 100
000000000000000000 (2)00s;€S5, 00000000 5000000 ;0
00000000000 000000000000000000000000000LROOO
0000000000000 O00000000 1000000000 30LROOOO 1500
0000 vs.10000020000 (re20sh1)0000000000000 1000000
00000000008, 000000000 Oshift/reduce 0100000000000000
000000000000000 10000

00000000000 PGLROOOOODOO0O0OO0O0O0O000000O000OMSLROO
00000000O00000LROOOOOOOOOODO00O0OONO0000000000000
3200000000000000000000000000000000000000000
0000000000000 00000000000000000000000000000
0000000 C(sy,ly,a) 00000000000000000000D0000O0DO00OO0
0000 C(si,l,e,) 000 (1)(2)0000000000000000000000D00000
00 LRODOOCOOOO0O0ODOOOOODO0O0OOOOOO000000OOOO000NNOoOoOnO
LROOOOOO0O0O0O0OOO0O0O0000O0O00000000000000NNooooon
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oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

02 00o00oooo

Set A Set B
ooooo 8.12 19.6
oooooa 13.1 15,500
000000 (ms) | 6.53 277

3.3.2 PGLROOOOODOOOOODOO

MSLROOOOOOOOOOOOOOOOOO PGLROOODODOOOODOOODOOOO
gogbooooboobobooobooboboooboooboooboobbooobooobboo
goopPGLROOOOOOOODOOOOODOOOODOOOOODOOOOODOOOODOO

MSLROOOOOOOOOOOODOOODOOOOOOOO0ODOOODOOO0OOOODOOO
go0ooo00oooOo00ooOoOo0OoOoo00ooo0o0oDoOOo0oDoOO0U0OoOPGLRODOO
gogbooooboobboobboobooboooboooboobooobooobobogo
gooooooooooooboooooooooooooooooooooooooooo N
goobOoooObooobooobooooooooooooboooobooooobooooon
ggbobooboboooboooboobooobooobooobooboobbobboo
goooobbboooooobbboooooobobboooooobbbooooooo
Sornlertlamvanich 0 PGLROOOOO0OOO00OO0O0OO0OO0OOO0OOO0ODOOODOOOO
00 (Sornlertlamvanich 1998)0 00000000 MSLROOOOOOOOOOOOOO

3.4 000

00ooOoOMSLROODODOODOOODODODDODODOOO0OODOO0OO0DOOoooooon
O0OO0D0OO0OODATROOOOOOOOOOUOOOO (Morimoto, Uratani, Takezawa, Furuse,
Sobashima, lida, Nakamura, and Sagisaka 1994) 000 0000000000000 O0OOO
000000000 000O0O0o000 172000000 410000080000 (0O, 00,
00 19970 000000000000000000 20,0000000000000000000
gboo0oobOdooD 100200 00000000000 O0ODODODO 10,020000DO0OO
ooooo

000000oooDoDOdoo 40140150000000000 1000000000000
000 Set A, Set BODODODODUOODODODODOODOODOODODOOODODODOOOO
goooOoMSLROOOOOOOOODOOOODOOOODOOODOOOODOObDOOObOODOO
goooo000O0 PGLROODOODOODOO PGLROODODOOOOOOODOOOODOO
000000000000 000000000000230000000 Sun Ultra Enterprise
250 Server 1000 O00O0OODOO 2,3000000000000000000 ADOOO
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03 DOooUoooOo(mooo)

goobooodooooo | bbooooooooa
n Set A Set B Set A Set B
1 88.3% 63.7% 80.1% 36.3%
2 94.4% 75.1% 90.6% 50.4%
3 96.8% 80.6% 95.0% 58.8%
4 97.6% 83.6% 96.4% 65.0%
5 98.8% 87.2% 97.6% 69.6%

U20000000000000100000000000000000000O000A0
0000 10000000000 (D0000D0)000000U0O0O0O00dOSet ADOOOOO
00000 v7000000SetBOOOOODOOOOODOO2rO000O0ODOO0OODDO
gooooo0o0d0 30o00ooooOoOooooOoOoPbPGLROCOOOODDODOOODODDOO
ubob0rn0OO00C0CO0OO0O0O0OOCOOODOOOOOOODOOOOOOOOOOODOOOO
gbobOooobooooobooboboobooooooooooooo0obooboboon0og n
ggboooobooboboooboobobooboooboooboobboooboobbogan
00000000000000000 10000000000Set A00O0O 80%0Set BO OO
36%000000000000000000000000DUU00OOO000UUOOODOOOO
ggbobooboooboobobooobooobobooobboooboobobooboboo
googbooobooboobooboobooobooboobooboobo

4 0O0OOO

gooooOooobooo0oooooooOOoDbOO0OooOooOooOOoMSLRODOOOOODOO
gboobOoboooobooboooooooobOoboboobooboooboobooooobbooooonn

gooboobobooobooboooboo0 LROo0obO0ooboooboobobooobooooOoo
goodooboobooooooobooooogoLRObOoooooboDOoooooobo 1obogobooo
gboboboboobooboobooboobooboooobOOobOobOOobooOoOoooooooooon
000000000000 0000000000U00o0ooO0oOoUooUOooOO (oo 19990
gooooboboobogo 200b0b00b LROODOOOOOOOOOOOOOoOoOoOoOobOO
ooMSLROOOOOODOOOOOOO0OOOODOOOOOOOODODOOOOOOO LR
gooooobo MSLROOOOOOOOOOOODOODOOOOOOOOOODOOOOOOOO
goooooooo

gooooooooobooobooboobobobooobooboooboobobobobOoo
000000 (DooD)0D0000DU000000DO00O0D000O0O00DUDOLO0O0OOoO
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oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

MSLROOOOOOODOOOODOOOOOOOOO0ODOOO0OO0OOOO0ODOOOoOoooOoboOooon
gogboooobooboboobooboboobbooboooboobooobooobboo
gooobooboobooboobooooboobooboon

gbooobooobOooboooooooobOooooboobooobooobooooooogon
gbobooboobobobobobobobobobobobOoooboooooooooo
0000000000000 000000 &% UIUDDODOD0D0o0ooooDoooooo
ggbooooboobooboobooboboobbooboobboobboooboobbogoo
gboooooboobobobobobobobuobobobooboboboooooooon
gooooo0o0oooOooOoooboOopPGLROOOOOOOOODOOOODOOODOOODODOO
go00oopPGLROOCOUOOOCOOODOOODOOOOODOOOODOOODOOOODO
0°00000000000000000000 PGLROOOOOOOOODODOOOOOOO
goooon

oo
MSLROOOOOODOODODOOODODODODO0OO0D0D0ODDODO0OO0ODO0O0DD0DO00oOoooDOon
00000000 00oO00o00o0o0o0o0 LROOO0OOO00ODDOOoOOoOOooOoDoooog
J00d0oo0oopoDoDoooOO0oPGLROODODOOODODOOOOOOOOOOOOOODOO
0 O Sussex 0 0 0 John Carroll O O National Electronics and Computer Technology Center [
Sornlertlamvanich Virach OO OOMSLROODOOOOODOODOOODOOODOODOOOQOODOO
Jo00o000O0ooO000ooOoooOooooooOoO0oooooOooooooooooooooOO
MSLROOOODOODOODODOOOODOO0OOO0O0DOODOO0O0OO0ODoDoooooooooo
0000000000000 SUFARYOOOODDOODODOOOOSUFARYODOGOOGOGOGOd
o0oooooooooooooooooooogo
00000000oo0o0o0oDoo000DoO0o00oDoDoo000DoDoooo0ooO0 EDRO
000000 (000000000 199%) 0000000000000 0D0O00O0OU0oOO
goobooooooooooobbooooobobooooooogd

good

Aho, A. V., Sethi, R., and Ullman, J. D. (1985). Compilers — principles, techniques, and
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0000 (1999). O0OO0O0O0OO0O0OO0 PGLROOOODOOOOO. Ph.D. thesis, Department of
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TR/99/TR99-0016.ps.gz.

ooboooooobooooooooboOooobooOooOoboUOOObOObOOO0OObO0OOOObOO0OODObOOOObOObOOOOOOOn
ooooooooobobooooooooooOobboooooooo
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oooooooooobooboooo oooooooooo MSLROOOOOOOOOO

gooobOoboOoooobooooood

00 d00: 19970000000000000000001999 0000000
0000000000 0oodooooooDooooooooooooaoon
goooo0dob0oOo0o0oodo.ooooobboogbboooooooo

o0 O00: 19830 0000000000000 0DbDOooOmes0oognoan
0000000000000 (0)0D0o000o0o0ooo1ksUoo0oooo
000o0000ooOdoo, 00000000 o0ooooooooooogo
0000 (00)ooOoU0o0o0,00000000000U000oUooUoO
0,00000,000000,000000), Association for Computational
Linguistics, D 0 OO

00 d00: 19640000000000000000001960000000
0000000000000 00000 (0000 UDO0OUOO)0o0OO1980
o000DbO0oO0O0b0Oossoooooooooooo,oooogooo
0000000000O0o0oO00oO (DO)DooUoooOoooooUo
00o0Do000oo0ooodod,0gb0dobooooooooo,0gogg
O,000000, Association for Computational Linguistics, 0 0 0 O

(0 O O00O0)
(0 O O00O0)

0

A MSLROOOOOOOOO

3400000000000000000DODOOO0ODOUOOOODO (1),(2,3)00000
PGLROODOOOOOODOOOOOUOODOOOOOUOOODOOOOO MSLROOOOO
goood

(1) oboooooboooooboboooooboooooooo
(2) gooobooboobooboobobooboobooboon
(3) gooogbobooboboobobobooboboboobuoboobobon

oboooooooon

e MSLROOOOODO

% mslr -g atr.gra -1 atr.prtb.set2 -d atr-all.dic.ary -i -p -P -N 1 < sentence
reading the grammar file ‘atr.gra’ Done

reading LR table file ‘atr.prtb.set2’ Done

HHH L pHH

$TAC23034-0030-3

goooooooooooooooObDO00o0o0O0O000

accept
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[<sent>,[<cl>,[<adv-cl>,[<verb>,[<verb/ga>,[<np>,[<n-sahen>,[<mod-n>,[<pp>,[<np>,[<n-date&time>,[<n-day>,[meisi-hi, O00]]
1],[<p-kaku-optn>,[p-kaku-made, 00]]],[<p-rentai>,[p-rentai-no, 0]]],[<n-sahen>,[<n-sahen/ga-o>,[<prefix>,[prefix-go, 0]],[sahen-mei
si/ga-o,00]]]]],[<aux>,[<auxstem>,[auxstem-desu, 0]],[<infl>,[infl-spe-su, 0]]]]],[<p-conj-advecl>,[p-conj-syusi, 00]]],[<cl>,[<vaux>,[
<vaux>,[<verb>,[<verb/ga>,[<np>,[<n-hutu>,[<mod-n>,[<np>,[<n-date&time>,[<mod-n>,[<np>,[<n-date&time>,[<n-day>,[mei
si-hi, 00]]]],[<p-para>,[p-para-to, 0]]],[<n-date&time>,[<n-day>,[meisi-hi, 00]]]]],[<p-rentai>,[p-rentai-no, 0]]],[<n-hutu>,[hutu-meisi-
post, 0]]]],[<aux>,[aux-de, 0]]]],[<aux>,[<auxstem>,[auxstem-copula-masu, 0 0 0 0 ]],[<infl>,[infl-spe-su, 0]]]],[<aux>,[aux-sfp-ka,
01]]1]] 5.716416e-23

total 1314
CPU time 0.2 sec

HHH 2 HHH
$TAS13004-0100-1
0000000000000000000000000000000

accept

[<sent>,[<cl>,[<vaux>,[<verb>,[<verb/ga>,[<np>,[<vaux>,[<vaux>,[<verb>,[<verb/ga>,[<pp-0>,[<np>,[<n-sahen>,[<mod-n>,[

<np>,[<n-date&time>,[<mod-n>,[<np>,[<n-date&time>,[<n-day>,[meisi-hi, 0 0]]]],[<p-para>,[p-para-to, 0]]],[<n-date&time>,[<n-
day>,[meisi-hi, 0 00]]]]],[<p-rentai>,[p-rentai-no, 0]]],[<n-sahen>,[<n-sahen/ga-o>,[<prefix>,[prefix-go, 0]],[sahen-meisi/ga-o, 0 0]]]]]
,[p-kaku-o, 0]],[<verb/ga-0>,[<mod-v>,[<pp>,[<np>,[<n-date&time>,[<mod-n>,[<np>,[<n-date&time>,[<n-day>,[meisi-hi, 000]]]]

,[<p-para>,[p-para-to, 0]]],[<n-date&time>,[<n-day>,[meisi-hi, 000]]]]],[<p-kaku-optn>,[p-kaku-ni, 0]]]],[<n-sahen/ga-o0>,[sahen-mei

si/ga-o,00]]]]],[<aux>,[<auxstem>,[auxstem-sahen-5-r, 00]],[<infl>,[infl-5-ri, 0]]]],[<aux>,[<auxstem>,[auxstem-wish, 0]],[<infl>,[in
fl-adj-i, 0]]]],[<np>,[<n-hutu>,[n-keisiki, 00]]]],[<aux>,[<auxstem>,[auxstem-desu, 0]],[<infl>,[infl-spe-su, 0]]]]],[<aux>,[aux-sfp-ne,

01]11] 6.846102e-32

total 2583
CPU time 0.3 sec

#HH 3 HHY
$TAS12006-0080-1
goopoobOooOopooOobDOO0DOODOOO0DOOOOOOOOO0OOOOODOOOOO0DODOOODODOOO

accept

[<sent>,[<cl>,[<adv-cl>,[<vaux>,[<vaux>,[<vaux>,[<verb>,[<verb/o>,[<mod-v>,[<pp>,[<pp>,[<np>,[<n-hutu>,[<mod-n>,[<np

>,[<n-hutu>,[hutu-meisi, 00]]],[<p-rentai>,[p-rentai-no, 0]]],[<n-hutu>,[hutu-meisi, 00]]]],[<p-kaku-optn>,[p-kaku-ni, 0]]],[<p-kakari>
,[p-kakari-wa, 0]]]],[<verb/o>,[<pp-ga>,[<np>,[<n-hutu>,[<n-sahen>,[<n-sahen/ga-o0>,[sahen-meisi/ga-o, 0 0]]],[<n-hutu>,[hutu-meis
i,00]]]],[p-kaku-ga, 0]],[<n-sahen/ga-o>,[sahen-meisi/ga-o,00]]]]],[<aux>,[aux-suru-sa, 0]]],[<aux>,[<auxstem-deac>,[auxstem-deac-re
ru, 0]]]],[<aux>,[<auxstem>,[auxstem-masu, 0]],[<infl>,[infl-spe-su, 0]]]],[<p-conj-advcl>,[p-conj-syusi, 00 ]]],[<cl>,[<adv-cl>,[<verb>
,[<verb/ga-ni-o>,[<mod-v>,[<pp>,[<np>,[<n-hutu>,[hutu-meisi, 0 0]]],[<p-kakari>,[p-kakari-mo, 0]]]],[<verb/ga-ni-o>,[<vstem1/ga-

ni-o>,[vstem-1/ga-ni-o, 0 0]]]]],[<p-conj-advcl>,[p-conj-renyo-te, 0]]],[<cl>,[<vaux>,[<vaux>,[<verb>,[<verb/ga>,[<pp-0>,[<np>,[<

n-hutu>,[<mod-n>,[<verb>,[<verb/ga>,[<mod-v>,[<advp>,[<adv>,[hukusi, 00]]]],[<verb/ga>,[adjstem/ga, 0],[<infl>,[infl-adj-i, 0]]
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The Exploration and Analysis of
Using Multiple Thesaurus Types for Query Expansion
in Information Retrieval

Rila Mandala,” Takenobu Tokunaga' and Hozumi Tanaka'

This paper proposes the use of multiple thesaurus types for query expansion in in-
formation retrieval. Hand-crafted thesaurus, corpus-based co-occurrence-based the-
saurus and syntactic-relation-based thesaurus are combined and used as a tool for
query expansion. A simple word sense disambiguation is performed to avoid mislead-
ing expansion terms. Experiments using TREC-7 collection proved that this method
could improve the information retrieval performance significantly. Failure analysis
was done on the cases in which the proposed method fail to improve the retrieval
effectiveness. We found that queries containing negative statements and multiple
aspects might cause problems in the proposed method.

KeyWords: multiple thesaurus types, query expansion, information retrieval

1 Introduction

The task of information retrieval system is to extract relevant documents from a large
collection of documents in response to user queries (Salton and McGill 1983). Most modern
information retrieval systems do not output a set of documents for a query. Instead, they
output a list of documents ranked in descending order of relevance to the query (Baeza-Yates
and Ribeiro-Neto 1999). In consequence, the task of modern information retrieval system can
be re-stated as to push the relevant documents to the top of the retrieved documents rank.

Although information can be presented in diverse form such as tabular numerical data,
graphical displays, photographic images, human speech, and so on, the term information
retrieval as used in this paper shall refer specifically to the retrieval of textual information.

The fundamental problems in information retrieval is that there are many ways to express
the same concept in natural language (Blair and Maron 1985; Grossman and Frieder 1998).
User in different contexts, or with different information needs or knowledge often describe
the same information using different terms. In consequence, relevant document which do not
contain the exact terms as the query will be put in low rank.

In this paper, we address the word mismatch problem through automatic query expansion

(Ekmekcioglu 1992). The query is expanded by using terms which have related meaning to
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those in the query. The expansion terms can be taken from thesauri (Aitchison and Gilchrist
1987; Paice 1991; Kristensen 1993). Roughly, there are two types of thesauri, i.e., hand-crafted
thesauri and corpus-based automatically constructed thesauri. Hand-crafted thesauri describe
the synonymous relationship between words, though many thesauri use finer grained relation
such as broader terms, narrower terms, and so on. Some of the hand-crafted thesauri are for
specific domains while others are for general purpose. The relation in hand-crafted thesauri
can be used for query expansion. Query expansion using specific domain thesauri has been
reported yielding a very good results (Fox 1980; Chen, Schatz, Yim, and Fye 1995). Currently,
the number of existing domain specific thesauri can be counted by finger, while the number of
domain in the world is very large. Unfortunately building such thesauri manually requires a
lot of human labor from linguists or domain experts and spending very much time. In contrast,
the use of general-purpose thesauri for query expansion has been reported fail to improve the
information retrieval performance by several researchers (Richardson and Smeaton 1994, 1995;
Voorhees 1994, 1988; Smeaton and Berrut 1996; Stairmand 1997).

Automatic thesaurus construction is an extensive studied area in computational linguistics
(Charniak 1993; Church and Hanks 1989; Hindle 1990; Lin 1998). The original motivation be-
hind the automatic thesaurus construction is to find an economic alternative to hand-crafted
thesaurus. Broadly, there are two methods to construct thesaurus automatically. The first
one is based on the similarities between words on the basis of co-occurrence data in each
document (Qiu and Frei 1993; Schutze and Pederson 1994, 1997; Crouch 1990; Crouch and
Yang 1992), and the other one is based on the co-occurrence of some syntactic relations such
as predicate-argument in the whole documents (Jing and Croft 1994; Ruge 1992; Grefenstette
1992; Grafenstette 1994; Hindle 1990).

Many researcher found some slight improvement using the co-occurrence-based thesaurus
(Qiu and Frei 1993; Schutze and Pederson 1997), and some mixed results using the syntactic-
relation-based thesaurus (Jing and Croft 1994; Grafenstette 1994).

Previously, we conducted an analysis of the different types of thesauri described above, and
found that each type of thesaurus has different advantages and disadvantages (Rila Mandala,
Tokunaga, Tanaka, Okumura, and Satoh 1999d; Rila Mandala, Tokunaga, and Tanaka 1999c,
1999a, 1999b) which can be summarized as follows :

e Hand-crafted thesaurus

— can capture general term relation.
— can not capture domain-specific relation.

e Co-occurrence-based thesaurus
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— can capture domain-specific relation.
— can not capture the relation between terms which do not co-occur in the same
document or window.
e Syntactic-relation-based thesaurus
— can capture domain-specific relation.
— can capture the relation between terms even though they do not co-occur in the
same document.
— words with similar heads or modifiers are not always good candidates for expan-
sion
In this paper we explore and analyze a method to combine the three types of thesauri
(hand-crafted, co-occurrence-based, and syntactic-relation-based thesaurus) for the purpose
of query expansion. In the next section we desribe the detail method of combining thesauri,
and in Section 3 we give some experimental results using a large TREC-7 collection and sev-
eral small information retrieval test collections. We discuss why our method work in Section 4
and also perform failure analysis in Section 5. We tried to combine our method with pseudo-
relevance-feedback along with experimental results in Section 6. Finally, in Section 7 we give

conclusions and future work.

2 Method

In this section, we first describe our method to construct each type of thesaurus utilized in
this research, and then describe our attemp to minimize the misleading expansion terms by

using term weighting method based on these thesauri.

2.1 WordNet

WordNet is a machine-readable hand-crafted thesaurus (Miller 1990). Word forms in Word-
Net are represented in their familiar orthograpy and word meanings are represented by syn-
onym sets (synset) (Fellbaum 1998). A synonym set represents a concept and comprises all
those terms which can be used to express the concept. In other word a synset is a list of
synonymous word forms that are interchangeable in some context.

The similarity between words w; and ws can be defined as the shortest path from each

sense of wy to each sense of wa, as below (Leacock and Chodorow 1988) :

. N,
SiMmpain (W1, we) = max|[— log(ﬁ)]

where N, is the number of nodes in path p from w; to wy and D is the maximum depth of
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the taxonomy.
Similarity also can be measured using the information content of the concepts that subsume
words in the taxonomy, as below (Resnik 1995) :
simreo(wy, we) = ce&rglgg}f@)[— log p(c)]
where S(c1,¢2) is the set of concepts that subsume both ¢; and co.
Concept probabilities are computed simply as the relative frequency derived from the doc-

ument collection,

oo = £79)

where N is the total number of nouns observed, excluding those not subsumed by any WordNet
class.
We sum up the path-based similarity and information-content-based similarity to serve as

the final similarity.

2.2 Co-occurrence-based thesaurus

Co-occurrence-based thesaurus utilize the number of occurrence or co-occurrence of words
within a document or within a window as a source of information to build thesaurus. We use
textual windows based on TextTiling algorithm (Hearst 1994, 1997) to calculate the mutual
information between a pair of words. TextTiling is a paragraph-level model of discourse struc-
ture based on the notion of subtopic shift and an algorithm for subdividing expository text
into multi-paragraph passages or subtopic segments. This algorithm makes use of patterns of
lexical co-occurrence and distribution. The algorithm has three parts: tokenization into terms
and sentence-sized units, determination of a score for each sentence-sized unit, and detection
of the subtopic boundaries, which are assumed to occur at the largest valleys in the graph
that results from plotting sentence-unit against scores. We then employ an information theo-
retic definition of mutual information which compares the probability of observing two words
together to that of observing each word independently in the passages defined by TextTiling.

Words having high mutual information over a corpus are assumed semantically related.

2.3 Syntactic-relation-based Thesaurus

The basic premise of this method to build thesaurus is that words found in the same gram-
matical context tend to share semantic similarity. Syntactic analysis allows us to know what

words modify other words, and to develop contexts from this information (Grafenstette 1994;

4
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Ruge 1992; Hindle 1990).

To build such thesaurus, firstly, all the documents are parsed using the Apple Pie Parser
(Sekine and Grishman 1995). This parser is a bottom-up probabilistic chart parser which finds
the parse tree with the best score by way of the best-first search algorithm. Its grammar is a
semi-context sensitive grammar with two non-terminals and was automatically extracted from
Penn Tree Bank syntactically tagged corpus developed at the University of Pennsylvania. The
parser generates a syntactic tree in the manner of a Penn Tree Bank bracketing. The accuracy
of this parser is reported as parseval recall 77.45 % and parseval precision 75.58 %.

Using the above parser, we extracted subject-verb, verb-object, adjective-noun, and noun-
noun relations, so that each noun has a set of verbs, adjectives, and nouns that it co-occurs

with, and for each such relationship, a mutual information value is calculated.

_ fsu, (n'ﬂ’%)/Nsu,
o Loup(viyny) = log S IR SR V)

where fsub(vi,n;) is the frequency of noun n; occurring as the subject of verb v;,

fsub(nj) is the frequency of the noun n; occurring as subject of any verb, f(v;) is the

frequency of the verb v;, and Ng,p is the number of subject-verb relations.

_ fobj(n;,vi)/Novj
o Loy (Ui’ nj) = log (fobj(nj%J/Nij)(f(USJ/Nobj)

where fop;(vi, nj) is the frequency of noun n; occurring as the object of verb v;, fop;(n;)

is the frequency of the noun n; occurring as object of any verb, f(v;) is the frequency

of the verb v;, and Ny; is the number of verb-object relations.

_ fadj(nj,ai)/Nadj
* Iadj(ai; nj) = log (fadj(njc)l]/NZdj)(f(a%(;]/Nadj)

occurring as the argument of adjective a;, fuq;(n;) is the frequency of the noun n;

where f(a;,n;) is the frequency of noun n;

occurring as the argument of any adjective, f(a;) is the frequency of the adjective a;,

and N,g4; is the number of adjective-noun relations.

frnoun (nj i)/ Nnoun

e Loun(ni,nj) =log Fronln ) NS T n 0 T ) where f(n;,n;) is the frequency of noun

n; occurring as the argument of noun n;, froun(n;) is the frequency of the noun n;
occurring as the argument of any noun, f(n;) is the frequency of the noun n;, and
Nyoun is the number of noun-noun relations.

The similarity between two words wi and ws can be computed as follows :

S Gwnw) + L (wsw)

(rw) €T (w1)NT (w2)

Z I (wy,w) + Z I (w2, w)

(r,w)€T (w1) (ryw)eT (ws2)

sim(wy,we) =

where r is the syntactic relation type, and w is
e a verb, if r is the subject-verb or object-verb relation.

e an adjective, if r is the adjective-noun relation.

5
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e a noun, if r is the noun-noun relation.

and T'(w) is the set of pairs (r,w’) such that I.(w,w’) is positive.

2.4 Combination and Term Expansion Method

A query q is represented by the vector q = (wy,ws, ..., w,), where each w; is the weight
of each search term t; contained in query g. We used SMART version 11.0 (Salton 1971) to
obtain the initial query weight using the formula ltc as belows :

(log(tfir) + 1.0) * log(N/ny,)

n

Z[(log(tfij +1.0) * log(N/n;)]?

=1

where tf;; is the occurrrence frequency of term ¢, in query g¢;, N is the total number of
documents in the collection, and ny is the number of documents to which term ¢ is assigned.

Using the above weighting method, the weight of initial query terms lies between 0 and
1. On the other hand, the similarity in each type of thesaurus does not have a fixed range.
Hence, we apply the following normalization strategy to each type of thesaurus to bring the

similarity value into the range [0, 1].

S81Moid — SUMmin

SiMpew = — -
StMmax — SUMmin

Although there are many combination methods that can be tried, we just define the sim-
ilarity value between two terms in the combined thesauri as the average of their similarity
value over all types of thesaurus because we do not want to introduce additional parameters
here which depend on queries nature.

The similarity between a query ¢ and a term ¢; can be defined as belows (Qiu and Frei
1993):

simqt(q,t;) = Z w; * sim(t;, t;)
ti€q

where the value of sim(¢;,t;) is taken from the combined thesauri as described above.

With respect to the query g, all the terms in the collection can now be ranked according
to their simgt. Expansion terms are terms ¢; with high simgt(q,t;).

The weight(q,t;) of an expansion term ¢; is defined as a function of simqt(q,t;):

simqt(q,t;)

ticq 0

where 0 < weight(q,t;) < 1.

The weight of an expansion term depends both on all terms appearing in a query and on

6
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the similarity between the terms, and ranges from 0 to 1. This weight can be interpreted
mathematically as the weighted mean of the similarities between the term ¢; and all the query
terms. The weight of the original query terms are the weighting factors of those similarities.

Therefore the query ¢ is expanded by adding the following query :

@) = (al,ag, ...,a,«)

where a; is equal to weight(q,t;) if t; belongs to the top r ranked terms. Otherwise a; is
equal to 0.

The resulting expanded query is :

— ==
q expanded q © Qe

where the o is defined as the concatenation operator.
The method above can accommodate polysemy, because an expansion term which is taken

from a different sense to the original query term is given a very low weight.

3 Experimental Results

3.1 Test Collection

As a main test collection we use TREC-7 collection (Voorhees and Harman 1999). TREC
(Text REtrieval Conference) is an DARPA (Defense Advanced Research Project Agency) and
NIST (National Institute of Standards and Technology) co-sponsored effort that brings to-
gether information retrieval researchers from around the world to discuss and compare the
performance of their systems, and to develop a large test collection for information retrieval
system. The seventh in this series of annual conferences, TREC-7, attracted 56 different
participants from academic institutions, government organizations, and commercial organiza-
tions (Voorhees and Harman 1999). With such a large participation of various information
retrieval researchers, a large and varied collections of full-text documents, a large number of
user queries, and a superior set of independent relevance judgements, TREC collections have
rightfully become the standard test collections for current information retrieval research.

The common information retrieval task of ranking documents for a new query is called the
adhoc task in the TREC framework. The TREC data comes on CD-ROMs, called the TREC
disks. The disks are numbered, and a combination of several disk can be used to form a text
collection for experimentation.

The TREC-7 test collection consists of 50 topics (queries) and 528,155 documents from

7
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Table 1 TREC-7 Document statistics

Apr. 2000

Source Size (Mb) | Number of | Average number
documents | of terms/article
Disk 4
The Financial Times, 1991-1994 (FT) 564 210,158 412.7
Federal Register, 1994 (FR94) 395 55,630 644.7
Disk 5
Foreign Broadcast Information Services (FBIS) 470 130,471 543.6
the LA Times 475 131,896 526.5

several sources: the Financial Times (FT), Federal Register (FR94), Foreign Broadcast Infor-
mation Service (FBIS) and the LA Times. Each topic consists of three sections, the Title,
Description and Narrative. Table 1 shows statistics of the TREC-7 document collection,

Table 2 shows statistics of the topics, and Figure 1 shows an example of a topic, and Figure

2 shows its expansion terms produced by our method.

Table 2 TREC-7 topic length statistics (words)

Topic section | Min | Max | Mean
Title 1 3 2.5
Description 5 34 14.3
Narrative 14 92 40.8
All 31 114 57.6

Title:

clothing sweatshops

Description:

Narrative:

such as: ”designer label”.

Identify documents that discuss clothing sweatshops.

A relevant document must identify the country, the working conditions, salary,
and type of clothing or shoes being produced. Relevant documents may also

include the name of the business or company or the type of manufacturing,

Fig. 1 Topics Example
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wage labor sewing low minimum payment
earning workshop workplace shop welfare county
circumstance overtime  child entrepreneur employment manufacture
immigrant industry  bussiness = company violation remuneration
apparel vesture wear footwear footgear enterprise
commercialism machine status plant raise production
calcitonin

Fig. 2 Expansion terms example

It is well known that many information retrieval techniques are sensitive to factors such as
query length, document length, and so forth. For example, one technique which works very
well for long queries may not work well for short queries. To ensure that our techniques and
conclusions are general, we use different-length query in TREC-7 collection.

Beside the large and the newer TREC-7 test collection described before, we also use some
previous small test collections (Fox 1990), because although most real world collections are
large, some can be quite small. These small collections have been widely used in the experi-
ments by many information retrieval researchers before TREC. These old test collections have
always been built to serve some purpose. For example, the Cranfield collection was originally
built to test different types of manual indexing, the MEDLINE collection was built in an
early attempt to compare the operational Boolean MEDLARS system with the experimental
ranking used in SMART, and the CACM and CISI collections were built to investigate the
use of an extended vector space model that included bibliographic data. Most of the old test
collections are very domain specific and contain only the abstract.

In Table 3 and 4 we describe the statistics and the domain of the old collection, respectively.

3.2 Evaluation method

Recall and precision are two widely used metrics to measure the retrieval effectiveness of
an information retrieval system. Recall is the fraction of the relevant documents which has

been retrieved, i.e.

number of relevant documents retrieved

recall = .
number of relevant documents in collection

9
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Table 3 Small collection statistics

Collection Number of Average | Number of Average Average

Documents | Terms/Docs Query | Terms/query | Relevant/query
Cranfield 1398 53.1 225 9.2 7.2
ADI 82 27.1 35 14.6 9.5
MEDLARS 1033 51.6 30 10.1 23.2
CACM 3204 24.5 64 10.8 15.3
CIST 1460 46.5 112 28.3 49.8
NPL 11429 20.0 100 7.2 22.4
INSPEC 12684 32.5 84 15.6 33.0

Table 4 The domain of the small collections

Collection Domain

Cranfield Aeronautics

ADI Information Science

MEDLINE || Medical Science

CACM Computer Science

CISI Computer and Information Science
NPL Electrical Engineering

INSPEC Electrical Engineering

Precision is the fraction of the retrieved document, i.e.

number of relevant documents retrieved

precision = -
total number of documents retrieved

However, precision and recall are set-based measures. That is, they evaluate the quality
of an unordered set of retrieved documents. To evaluate ranked lists, precision can be plotted
against recall after each retrieved document. To facilitate comparing performance over a set
of topics, each with a different number of relevant documents, individual topic precision values
are interpolated to a set of standard recall levels (0 to 1 in increments of 0.1). The particular
rule used to interpolate precision at standard recall level i is to use the maximum precision
obtained for the topic for any actual recall level greater than or equal to i. Note that while
precision is not defined at a recall 0.0, this interpolation rule does define an interpolated value
for recall level 0.0. For example assume a document collection has 20 documents, four of which
are relevant to topic ¢ in which they are retrieved at ranks 1, 2, 4, 15. The exact recall points
are 0.25, 0.5, 0.75, and 1.0. Using the interpolation rule, the interpolated precision for all
standard recall levels 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5 is 1, the interpolated precision for recall
levels 0.6 and 0.7 is 0.75, and the interpolated precision for recall levels 0.8, 0.9, and 1.0 is

10
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0.27.

3.3 Results

Table 5 shows the average of 11-point interpolated precision using various section of top-
ics in TREC-7 collection, and Table 6 shows the average of 11-point interpolated precision
in several small collections. We can see that our method give a consistent and significant

improvement compared with the baseline and using only one type of thesaurus.

Table 5 Experiment results using TREC-7 Collection

Expanded with

Topic Type Base | WordNet | Syntactic Cooccur | WordNet+ | WordNetT | Syntactict | Combined
only only only Syntactic Cooccur Cooccur method

Title 0.1452 0.1541 0.1802 0.1905 0.1877 0.2063 0.2197 0.2659
(+6.1%) | (+24.1%) | (+31.2%) (+29.3%) (+42.1%) (+51.3%) | (+83.1 %)

Description | 0.1696 0.1777 0.1974 0.2144 0.2057 0.2173 0.2337 0.2722
(+4.8%) | (+16.4%) | (+26.4%) (+21.3%) (+28.1%) (+37.8%) | (+60.5 %)

ATl 0.2189 0.2235 0.2447 0.2566 0.2563 0.2611 0.2679 0.2872
(+2.1%) (+11.8%) (+17.2%) (+17.1%) (+19.3%) (+22.4%) (+31.2 %)

Table 6 Experiment results using small collection

Expanded with

Coll Base | WordNet | Syntactic Tooccur | WordNet+ | WordNetT | Syntactict | Combined
only only only Syntactic Cooccur Cooccur method

ADI 0.4653 0.4751 0.5039 0.5146 0.5263 0.5486 0.5895 0.6570
(+2.1%) (+8.3%) | (+10.6%) (+13.1%) (+17.9%) (+26.7%) (+41.2%)

CACM 0.3558 0.3718 0.3853 0.4433 0.4109 0.4490 0.4796 0.5497
(+4.5%) (+8.3%) | (+24.6%) (+15.5%) (+26.2%) (+34.8%) (+54.5%)

INSPEC 0.3119 0.3234 0.3378 0.3755 0.3465 0.4002 0.4420 0.5056
(+3.7%) (+8.3%) | (4+20.4%) (+11.1%) (+28.3%) (+41.7%) | (+62.1 %)

CIST 0.2536 0.2719 0.2800 0.3261 0.3076 0.3606 0.4009 0.4395
(+7.2%) | (+10.4%) | (+28.6%) (+21.3%) (+42.2%) (+58.1%) | (+73.3 %)

CRAN 0.4594 0.4700 0.4916 0.5435 0.5012 0.5706 0.5931 0.6528
(+2.3%) (+7.0%) | (+18.3%) (+9.1%) (+24.2%) ($29.1%) | (+42.1 %)

MEDLINE | 0.5614 0.5681 0.6013 0.6372 0.6114 0.6580 0.6860 0.7551
(+1.2%) (+7.1%) | (+13.5%) (+8.9%) (+17.2%) (+22.2%) (+34.5%)

NPL 0.2700 0.2840 0.2946 0.3307 0.3038 0.3502 0.3796 0.4469
(+5.2%) (49.1%) | (+22.5%) (+12.5%) (+29.7%) (+40.6%) (+65.5%)

4 Discussion

The important points of our method are :

e the coverage of WordNet is broadened

e weighting method.

The three types of thesauri we used have different characteristics. Automatically con-
structed thesauri add not only new terms but also new relationships not found in WordNet.

If two terms often co-occur together in a document then those two terms are likely bear some
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relationship. Why not only use the automatically constructed thesauri ? The answer to this
is that some relationships may be missing in the automatically constructed thesauri (Grafen-
stette 1994). For example, consider the words tumor and tumour. These words certainly
share the same context, but would never appear in the same document, at least not with a
frequency recognized by a co-occurrence-based method. In general, different words used to
describe similar concepts may never be used in the same document, and are thus missed by the
co-occurrence methods. However their relationship may be found in the WordNet thesaurus.

The second point is our weighting method. As already mentioned before, most attempts
at automatically expanding queries by means of WordNet have failed to improve retrieval
effectiveness. The opposite has often been true: expanded queries were less effective than the
original queries. Beside the “incomplete” nature of WordNet, we believe that a further prob-
lem, the weighting of expansion terms, has not been solved. All weighting methods described
in the past researches of query expansion using WordNet have been based on “trial and error”
or ad-hoc methods. That is, they have no underlying justification.

The advantages of our weighting method are:

e the weight of each expansion term considers the similarity of that term with all terms

in the original query, rather than to just one or some query terms.

e the weight of the expansion term accommodates the polysemous word problem.
This method can accommodate the polysemous word problem, because an expansion term
taken from a different sense to the original query term sense is given very low weight. The
reason for this is that, the weighting method depends on all query terms and all of the thesauri.
For example, the word bank has many senses in WordNet. Two such senses are the financial
institution and the river edge senses. In a document collection relating to financial banks, the
river sense of bank will generally not be found in the co-occurrence-based thesaurus because of
a lack of articles talking about rivers. Even though (with small possibility) there may be some
documents in the collection talking about rivers, if the query contained the finance sense of
bank then the other terms in the query would also concerned with finance and not rivers. Thus
rivers would only have a relationship with the bank term and there would be no relationships
with other terms in the original query, resulting in a low weight. Since our weighting method
depends on both query in its entirety and similarity in the three thesauri, the wrong sense

expansion terms are given very low weight.

12
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5 Failure Analysis

Although our method as a whole gives a very significant improvement, it still further can be
improved. Of the 50 queries of TREC-7 collection, our method improves the performance of 43
queries and degrade the performance of 7 queries compared with the baseline. We investigated

manually why our method degrade the performance of several queries.

5.1 Negation statements in the query

We found that most of the queries hurted by our method contains the negation statements.
Through our method, all the terms in the negation statements are also considered for query
expansion which is degrading the retrieval performance for that query. Figure 3 shows two
examples of query which contain negation statements.

Table 7 shows the results of eliminating the negation statements from the queries manually
for each query containing negation statements. As that table shown, eliminating the negation
statements improves the retrieval effectiveness. It is to be investigated further how we could

identify the negation statements automatically.

Table 7 The results of negation statements elimination

Query | SMART Expansion without Expansion with
Number Negation Elimination | Negation Elimination
2 0.3643 0.3381 0.3811

(- 7.19%) (+ 4.61%)

5 0.3112 0.2804 0.3314

(- 9.90%) (+ 6.49%)

13 0.1621 0.1567 0.1823

(- 3.33%) (+12.46%)

17 0.2310 0.2235 0.2441

(- 3.25%) (+ 5.67%)

42 0.2732 0.2569 0.2942

(- 5.97%) (4 7.69%)

43 0.3031 0.2834 0.3321

(- 6.50%) (+ 9.57%)

5.2 Multiple aspects of query

An examination of the top-ranked non-relevant documents for various queries shows that

a commonly occurring cause of non-relevance among such documents is inadequate query
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Title:
British Chunnel impact

Description:
What impact has the Chunnel had on the British economy and/or the life style
of the British?

Narrative:

Documents discussing the following issues are relevant:

- projected and actual impact on the life styles of the British

- Long term changes to economic policy and relations

- major changes to other transportation systems linked with the Continent
Documents discussing the following issues are not relevant:

- expense and construction schedule

- routine marketing ploys by other channel crossers (i.e., schedule changes, price

drops, etc.)

Title:

Ocean remote sensing

Description:
Identify documents discussing the development and application of spaceborne

ocean remote sensing.

Narrative:

Documents discussing the development and application of spaceborne ocean remote
sensing in oceanography, seabed prospecting and mining, or any marine-science activ-
ity are relevant. Documents that discuss the application of satellite remote sensing in
geography, agriculture, forestry, mining and mineral prospecting or any land-bound
science are not relevant, nor are references to international marketing or promotional

advertizing of any remote-sensing technology. Synthetic aperture radar (SAR) em-

ployed in ocean remote sensing is relevant.

Fig. 3 Two examples of query containing negation statements
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coverage, i.e., the query consists of multiple aspects, only some of which are covered in these
documents. For example, a query of the TREC collection asks : Identify documents discussing
the use of estrogen by postmenopausal women in Britain. Several top-ranked non-relevant doc-
uments contain information about the use of hormone by postmenopausal women but not in
Britain. If we look at the expansion terms produced by our method as shown in Figure 4 we
could see that many expansion terms have relationship with all query terms except Britain.
This is because all query terms but Britain have relationship between each other and these
terms have a high original term weight. On the contrary, Britain does not have relationship
with other query terms and Britain have a low original term weight in almost all documents

in collection. Consequently, the term related to Britain are given a low weight by our method.

estradiol female hormone disease therapy menopausal
chemical progesterone menstruation  vaginal progestin obstetrics
gynecology replacement endometrial cancer breast ovary
treatment  old tamoxifen symptom  synthetic drug

hot flash osteoporosis cholesterol recepter risk

calcium bones mineralization medical physiologist  diagnostic
calcitonin

Fig. 4 Expansion terms

To investigate the relatedness or independence of query words, we examine their co-
occurrence patterns in 1000 documents initially retrieved for a query. If two words have
the same aspect, then they often occur together in many of these documents. If one of the
words appears in a document, the chance of the other occurring within the same document is
likely to be relatively high. On the other hand, if two words bear independent concepts, the
occurrences of the words are not strongly related.

Based on this observation, we re-rank the top-1000 retrieved documents, by re-computing
the similarity between a query ¢ = {t1,t2,..,t,,} (terms are ordered by decreasing of their

inverse document frequency) and document D as belows (Mitra, Singhal, and Buckley 1998) :

Simpew(D) = idf (t1) + f:idf(ti) x min’Z} (1 = P(t]t;)),
1=2

where idf is the inverse of document frequency in the top-1000 initially retrieved documents,

m is the number of terms in query that appear in document D, and P(¢;]t;) is estimated based
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on word occurrences in document collection and is given by :

# documents containing words t; and t;

# documents containing word t;

For example, in the query stated above, the terms estrogen, postmenopausal, and women
are strongly related to each other. If the term postmenopausal occurs in a document, the prob-
ability of word women occurring in the same document is high. Accordingly, the contribution
of word women to Simeq is reduced in this case. On the other hand, terms postmenopausal
and Britain correspond to two independent aspects of the query and the occurrences of these
two terms are relatively uncorrelated. Therefore, if a document contains these two terms, the
contribution of Britain is higher and it counts as an important new matching term since its
occurrence is not well predicted by other matching term (postmenopausal). This technique
can improve the average of 11-point interpolated precision of TREC-7 collection for about
3.3% as shown in Table 8.

We also investigated another method to overcome this problem in which we built a Boolean
expression for all query manually. Terms in the same aspect of query are placed in or relation,
and terms in different aspect are placed in and relation (Hearst 1996). Documents that satisfy
the constraint contain at least one word from each aspect of the query. For example, for
the query stated before (Identify documents discussing the use of estrogen by postmenopausal

women in Britain), we construct boolean expression as follows :
estrogen and (postmenopausal or woman) and britain.

Using this method, we again re-rank the top 1000 documents initially retrieved. Documents
that match more words in different aspect of query are ranked ahead of documents that match
less words. Ties are resolved by referring to the original document weight. Using this method
we can improve the average of 11-point interpolated precision of TREC-7 collection for about
11.3%, as shown in Table 8.

This correlation and boolean reranking methods degrade some queries performance, be-
cause in those queries these methods overweight several query terms.

It is to be further investigated how we could design the appropriate method to overcome

this problem.

6 Combining with relevance feedback

In this section, we describe the combination of our method with pseudo-relevance feed-

back (Buckley and Salton 1994, 1995; Salton and Buckley 1990). Pseudo-relevance feedback
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Table 8 The effect of re-ranking the top-1000 ranked initially retrieved
using co-occurrence method and boolean filter method

Query Without | Re-ranking | %improvement | Reranking | J6improvement
Number | Re-ranking | correlation Boolean
T 0.5153 0.5666 F9.96 0.7724 F49.89
0.3794 0.1952 -48.55 0.4740 +24.93
3 0.3230 0.2719 -15.82 0.3237 +0.22
4 0.2280 0.2731 +19.78 0.2355 +3.29
5 0.3213 0.2457 -23.53 0.2931 -8.78
6 0.0646 0.0495 -23.37 0.0655 +1.39
7 0.3878 0.5632 +45.23 0.3607 -6.99
8 0.2983 0.4270 +43.14 0.3049 +2.21
9 0.0422 0.0612 +45.02 0.0254 -39.81
10 0.2196 0.3223 +46.77 0.3619 +64.80
11 0.5802 0.3524 -39.26 0.4950 -14.68
12 0.3588 0.1466 -59.14 0.2319 -35.37
13 0.1745 0.0908 -47.97 0.0868 -50.26
14 0.6055 0.5604 -7.45 0.4963 -18.03
15 0.8877 0.9451 +6.47 0.8554 -3.64
16 0.3856 0.3094 -19.76 0.4823 +25.08
17 0.2360 0.1363 -42.25 0.1479 -37.33
18 0.7882 0.6419 -18.56 0.6662 -15.48
19 0.5141 0.4027 -21.67 0.4177 -18.75
20 0.1871 0.3997 +113.63 0.3016 +61.20
21 0.0152 0.0346 +127.63 0.0837 +450.66
22 0.0920 0.3644 +296.09 0.1399 +52.07
23 0.2328 0.4043 +73.67 0.4277 +83.72
24 0.3250 0.3177 -2.25 0.3951 +21.57
25 0.5943 0.2812 -52.68 0.3239 -45.50
26 0.2360 0.2312 -2.03 0.1034 -56.19
27 0.4634 0.3062 -33.92 0.3322 -28.31
28 0.0307 0.0306 -0.33 0.0142 -53.75
29 0.0314 0.2575 +720.06 0.3349 +966.56
30 0.2162 0.2164 +0.09 0.3832 +77.24
31 0.0500 0.0560 +12.00 0.0635 +27.00
32 0.4544 0.5968 +31.34 0.5803 +27.71
33 0.0220 0.0232 +5.45 0.0290 +31.82
34 0.2169 0.1989 -8.30 0.2299 + 5.99
35 0.2267 0.3421 +50.90 0.4012 +76.97
36 0.0129 0.0286 +121.71 0.0406 +214.73
37 0.2563 0.2605 +1.64 0.2289 -10.69
38 0.2534 0.2300 -9.23 0.2079 -17.96
39 0.0006 0.0200 +3233.33 0.0085 +1316.67
40 0.2004 0.3230 +61.18 0.2708 +35.13
41 0.0015 0.4938 +32820.00 0.5261 +34973.33
42 0.2883 0.1346 -53.31 0.4216 +46.24
43 0.2996 0.1280 -57.28 0.1684 -43.79
44 0.0218 0.1019 +367.43 0.0952 +336.70
45 0.1506 0.1879 +24.77 0.2783 +84.79
46 0.3485 0.6087 +74.66 0.4719 +35.41
47 0.0967 0.0303 -68.67 0.3293 +240.54
48 0.3886 0.3418 -12.04 0.2954 -23.98
49 0.2066 0.1351 -34.61 0.1826 -11.62
50 0.3861 0.4312 +11.68 0.3978 +3.03
Average 0.2723 0.2815 ¥3.3 0.3033 F113

is a feedback aproach without requiring relevance information. Instead, an initial retrieval
is performed, and the top-n ranked documents are all assumed to be relevant for obtaining

. —
expansion terms (q feeqpack) s belows :

In this case, D, is a set of documents ranked on the top in the initial retrieval and d_; is the
vector representation of document d;.

In the framework of the inference network (Xu and Croft 1996), the information need of
the user is represented by multiple queries. Multiple queries means that an information need
is represented by some different query representation. Experiments show that multiple query

representations can produce better results than using one representation alone. However, how
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to obtain these queries is not discussed in this model. Hence we try to find multiple query
representations for the information structure derived from feedback information. In this way,
the following three representations can be obtained :

e representation derived directly from the original query : E)m,igiml,

e representation obtained by our method : Q' 4pesquris

e representation derived from the retrieved documents of the previous run : q Feedback-

A linear combination of the three query representations is used to retrieve documents.
However, we do not introduce additional parameters which are quite difficult to determine.
Also we believe that the parameter values determined for some queries may not be suitable
for some other queries because they are query dependent. Hence the simple combination we

use is :

— — —
q original +q thesauri +q feedback*

When using the relevance-feedback method, we used the top 30 ranked documents of the
previous run of the original query to obtain q teapack-

In order to evaluate the retrieval effectiveness of the new method, we carried out some
experiments using TREC-7 collection to compare the retrieval effectiveness of the following
methods using different combination of the query representations. Figure 5 shows 11-point
interpolated precision using our method alone, pseudo-feedback alone, and the combination
of our method and pseudo-feedback. Our method alone has better performance than the
pseudo-feedback method, and the combination of our method and pseudo-feedback slightly
better than our method alone.

Recently, Xu and Croft (1996) suggested a method called local context analysis, which also
utilize the co-occurrence-based thesaurus and relevance feedback method. Instead of gather-
ing co-occurrence data from the whole corpus, he gather it from the top-n ranked document.
We carry out experiments in that we build the combined-thesauri based on the top-n ranked
document, rather than the whole corpus. As can be seen in Figure 6, query expansion using
the combined thesauri built from the top-n ranked document have a lower performance than

query expansion using the combined thesauri built from the whole corpus.

7 Conclusions and Future Work

We have proposed the use of multiple types of thesauri for query expansion in informa-
tion retrieval, give some failure analysis, and combining our method with pseudo-relevance

feedback method. The basic idea underlying our method is that each type of thesaurus has
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Fig. 6 The results of combined thesauri built from the top-n ranked document
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different characteristics and combining them provides a valuable resource to expand the query.
Misleading expansion terms can be avoided by designing a weighting term method in which
the weight of expansion terms not only depends on all query terms, but also depends on their
similarity values in all type of thesaurus.

Future research will include the use of parser with better performance, designing a general
algorithm for automatically handling the negation statements, and also designing an effective

algorithm for handling the multiple aspect contain in the query.
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Abstract

This article evaluates the efficiency of the LiLFeS abstract machine by performing pars-
ing tasks with the LinGO English resource grammar. The instruction set of the abstract
machine is optimized for efficient processing of definite clause programs and typed feature
structures. LiLFeS also supports various tools required for efficient parsing (e.g. efficient
copying, a built-in CFG parser) and the constructions of standard Prolog (e.g. cut, asser-
tions, negation as failure). Several parsers and large-scale grammars, including the LinGO
grammar, have been implemented in or ported to LiLFeS. Precise empirical results with
the LinGO grammar are provided to allow comparison with other systems. The experi-
mental results demonstrate the efficiency of the LiLFeS abstract machine.

1 Introduction

Efficient processing of feature structures is essential for efficient parsing with HPSG-
based grammars, and also for practical applications that process real-world linguis-
tic resources by using feature structures. While optimization methods specific to
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HPSG parsing have proven to drastically increase parsing speed (Kiefer, Krieger,
Carroll, & Malouf, 1999; Oepen & Carroll, this volume; Torisawa, Nishida, Miyao,
and Tsujii, this volume), efficient feature structure processing is still required not
only for efficient parsing but also to process parse results in various applications.

The LiLFeS system (Makino, Torisawa, & Tsujii, 1997) is a solution for provid-
ing a programming environment with efficient processing of feature structures. The
LiLFeS language is an extension of Prolog for expressing typed feature structures
instead of first order terms. Large-scale systems, not limited to HPSG grammars, can
be easily developed on LiLFeS because feature structure descriptions and definite
clause programs are consistently integrated. Several large-scale applications have al-
ready been developed on this system. Examples include wide-coverage Japanese and
English grammars (Mitsuishi, Torisawa, & Tsujii, 1998; Tateisi, Torisawa, Miyao,
& Tsujii, 1998), and a statistical disambiguation module for the Japanese grammar
(Kanayama, Torisawa, Mitsuishi, & Tsujii, 1999).

The system’s core engine is an abstract machine that can process feature struc-
tures and execute definite clause programs. In other abstract machine approaches,
feature structure processing is separated from execution of programs such as parsers.
On the other hand, the LiLFeS abstract machine increases processing speed by
seamlessly processing feature structures and executing definite clause programs; it
directly executes instructions compiled from the LiLFeS language. This approach
also enables efficient low-level manipulation of feature structures, such as block
copying and block equivalence checking.

The goal of this article is to evaluate the performance of the LiLFeS abstract
machine and to explain how the abstract machine provides efficient processing of
feature structures. The performance is evaluated with precise empirical results with
the LinGO English resource grammar (Flickinger, this volume) to allow the com-
parison with other systems in this volume. The LinGO grammar is successfully
translated to LiLFeS with the help of the LKB system (Copestake, 1992). This ar-
ticle also describes this translation process of the LinGO grammar and discusses
the requirements for running the LinGO grammar on the LiLFeS system. Note that
this article does not aim at describing the LiLFeS implementation in detail, which
is exhaustively reported in other literature (Makino et al., 1997; Makino, Yoshida,
Torisawa, & Tsujii, 1998; Makino, 1999).

Section 2 describes the design of LiLFeS and discusses the translation of the
LinGO grammar into the LiLFeS language. Section 3 describes the advantages of
the LiLFeS abstract machine architecture. Section 4 reports empirical results on
the parsing performance of the abstract machine with the translated LinGO gram-
mar. Section 5 introduces ongoing work aimed at further improvement in feature
structure processing.

2 LiLFeS as a programming language

This section describes the LiLFeS language and the translation of the LinGO En-
glish resource grammar written in the 7DL syntax (Uszkoreit et al., 1994). Since the
formal definition of the LiLFeS language appears in another paper (Makino, 1999),
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head <- [bot]. \
valence <- [bot] + [SUBJ\list, COMPS\list, SPR\list].

category <- [bot] + [HEAD\head, VAL\valence].

local <- [bot] + [CAT\category, CONT\bot].

synsem <- [bot] + [LOCAL\local, NONLOCAL\bot].

sign <- [bot] + [PHON\list, SYNSEM\synsem]. T@pe
word <- [sign]. L.
phrase <- [sign] + [HEAD_DTR\sign, NONHEAD_DTR\sign]. definitions

id_schema <- [pred].

head_feature_principle <- [pred].

lexical_entry <- [pred].

parse <- [pred].

parse_ <- [pred]. p,

id_schema("head subject schema", $LEFT, $RIGHT, $HEAD, $NONHEAD, $MOTHER) :- Y
$LEFT = $NONHEAD,
$RIGHT = $HEAD,
$MOTHER = (HEAD_DTR\ ($HEAD & SYNSEM\LOCAL\CAT\VAL\SUBJ\[$SYNSEM]) &
NONHEAD_DTR\ ($NONHEAD & SYNSEM\$SYNSEM)) .
head_feature_principle ($HEAD_DTR, $MOTHER) :-

$HEAD_DTR = SYNSEM\LOCAL\CAT\HEAD\$HEAD, Definite

$MOTHER = SYNSEM\LOCAL\CAT\HEAD\$HEAD. ]
parse_([$WORD|$TATL], $TATL, _, $LEXICON) :- clause

lexical_entry ($WORD, $LEXICON). programs

parse_($SENTENCE, $TAIL, [_|$LENGTH], $MOTHER) :-
parse_($SENTENCE, $MID, $LENGTH, $LEFT),
parse_($MID, $TAIL, $LENGTH, $RIGHT),
id_schema($NAME, $LEFT, $RIGHT, $HEAD, $NONHEAD, $MOTHER),
head_feature_principle ($HEAD, $MOTHER).
parse ($SENTENCE, $SIGN) :- parse_($SENTENCE, [], $SENTENCE, $SIGN). )

Fig. 1. A sample program written in the LiLFeS language

here we mainly discuss the differences between the 7DL and the LiLFeS languages.
The problems and their solutions in the translation process are also discussed in
this section.

2.1 The LiLFeS language

The LiLFeS language is a programming language to write definite clause programs
with typed feature structures. It is similar to Prolog and has various expressions
for both processing feature structures and describing procedures. Since typed fea-
ture structures can be used like first order terms in Prolog, the LiLFeS language
can describe various kinds of application programs based on feature structures. Ex-
amples include HPSG parsers, HPSG-based grammars, and compilers from HPSG to
CFG. Furthermore, other natural language processing systems can be easily devel-
oped because feature structure processing can be directly written in the LiLFeS
language.

Figure 1 shows a sample LiLFeS program, which is a very simple parser and gram-
mar. The LiLFeS language makes a clear distinction between type definitions (the
upper section in Figure 1) and definite clause programs with feature structures (the
lower section in Figure 1). A type (e.g. phrase) is defined by specifying supertypes
(e.g. sign) and features (e.g. HEAD_DTR\, NONHEAD_DTR\) with their appropriate
types (e.g. sign). After defining the types, we can use an instance of a feature
structure as a first order term in the Prolog syntax. For example, in the predicate
head_feature_principle, the $HEAD_DTR and $MOTHER are variables and supposed
to be the structure of a sign defined in the type definition section. This predicate is
called in the predicate parse_ in order to apply the Head Feature Principle (Pollard
& Sag, 1994). Having the same name variable indicates they are structure-shared.
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head_only := unary_phrase &
headed_phrase &
[ HEAD-DTR #head & S
[ SYNSEM.LOCAL.CONJ cnil 1,
ARGS < #head > ].

head_only <- [headed_phrase, unary_phrase]
./ constr\ (’HEAD-DTR’\($0 &
SYNSEM\LOCAL\CONJ\cnil) &
ARGS\[$0]) .

a_half := degree_spec_mle2 & lexical_entry("a half",
_[ STEM < nan Tholen S degree_spec_mle2 &

STEM\["a", "half"] &
SYNSEM.LOCAL.KEYS.KEY _a_half rel 1. SYNSEM\LOCAL\KEYS\KEY\ _a_half_rel).

Fig. 2. The translation of type definitions (above) and lexical entries (below) from the
TDL syntax to the LiLFeS syntax

In head_feature_principle, the HEAD features of the $HEAD_DTR and $MOTHER are
shared because they are indicated with the same variable $HEAD.

The differences between the LiLFeS language and the 7DL are summarized in
the following.

e The LiLFeS language expresses definite clause programs with typed feature
structures, while the 7DL is a typed feature structure description language.

e The LiLFeS language makes a clear distinction between type definitions and
instances of typed feature structures, while the 7DL does not distinguish
them.

The former says that the description of typed feature structures in the LiLFeS
language corresponds to the TDL. Actually, the feature structure description of
the LiLFeS language is a syntactic variant of the 7DL. Hence, the translation of
typed feature structures from the 7DL to the LiLFeS language is simply a syntactic
conversion.

On the other hand, the latter indicates that type definitions require a more
complex translation process. The type definition in the LiLFeS language follows
totally well-typed feature structures (Carpenter, 1992). That is, LiLFeS presupposes
that type hierarchies are well formed and all types must be defined with their
appropriate features. In contrast, the 7DL can describe type definitions which do
not follow totally well-typedness, and in addition the LinGO grammar written in
the 7DL is based on a slightly different type system, as specified in the Appendix
(Copestake, this volume). There are two essential differences which can be summed
up as follows.

e Type hierarchies in LiLFeS must be a bounded complete partial order (Car-
penter, 1992).

e Each type in LiLFeS is associated with its appropriate features, each of which
is associated with an appropriate type.

The type system assumed in the LinGO grammar violates these conditions and
therefore we cannot translate type definitions in the LinGO grammar straightfor-
wardly. These problems are discussed next.
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2.2 Translation of the LinGO grammar

An HPSG-based grammar is described by using lezical entries and grammar rules,
both of which are denoted by typed feature structures. As a result, we have to
translate type definitions, lexical entries, and grammar rules. Figure 2 is an example
of translating type definitions and lexical entries from the 7DL syntax into the
LiLFeS syntax. Note that the LiLFeS language has clear distinction between the
type definitions and the feature structure descriptions, while both are described
with the same syntax in the 7DL.

Translation of lexical entries (and grammar rules) is simple because they are
instances of feature structures and the typed feature structure description of the
LiLFeS language is directly converted to the 7DL as discussed above. In the lower
section of Figure 2, a definition of a lexical entry is converted to the second ar-
gument of the predicate lexical_entry. This is simply because our parsers on
LiLFeS presuppose that lexical entries are provided by the arguments of the predi-
cate lexical_entry. Grammar rules are translated in the same way, and they are
supposed to be provided by the predicate id_schema.

Problems come out when we turn to the translation of type definitions. As de-
scribed in Section 2.1, the LiLFeS language follows a totally well-typed feature struc-
ture as defined in Carpenter (1992). Reinterpreting the differences between LiLFeS
and the LinGO grammar, the type system in LiLFeS must satisfy the following
conditions.

1. Only one least upper bound is allowed for each pair of consistent types
2. An appropriate value for a feature must be a type, not a feature structure

Note that a greatest lower bound in Copestake (this volume) corresponds to a least
upper bound here and in Carpenter (1992). This article follows the definitions in
Carpenter (1992).

Condition 1 comes from the condition that the proper type hierarchy is a finite
bounded complete partial order, while the type hierarchy in the LinGO gram-
mar does not satisfy this requirement as described in Copestake (this volume).
To comply Condition 1, required least-upper-bound types are automatically com-
puted by the LKB system and output for the LiLFeS version of the LinGO grammar
(Copestake, this volume). The translated grammar includes 1118 new types for this
condition.

Condition 2 is violated by some of the types in the LinGO grammar. For example,
head_only in Figure 2 is associated with a feature structure. This feature structure
is a type constraint (Copestake, this volume), which must follow the condition that
if a feature structure F' is associated with a type 7, a feature structure F’ whose root
is of the type T must be unified with F'. Apparently, the type constraints cannot be
translated to feature appropriateness in the definition of totally well-typed feature
structures.

This problem was solved by an extended feature of LiLFeS, which we call complex
constraints. The extended type definition syntax for complex constraints is shown
in Figure 3. The part following ./ defines complex constraints associated with the
type Newtype as follows.
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Newtype <- [ supertypes... 1 + [ features...]
./ constr\ F & pred\ @)
F: A feature structure constraint
Q@: A definite clause constraint

Fig. 3. A type definition syntax for defining complex constraints

Feature structure constraints F' is unified with a feature structure with the
associated type.
Definite clause constraints () is executed when the associated type is generated.

The feature structure constraints correspond to the type constraints in Copestake
(this volume).

The complex constraint solver is triggered when a type of a node in a feature
structure is changed into the constrained type or its subtype. It is thus guaranteed
that the same constraint will not be triggered again on the same node. The triggered
constraint works as if a clause P(F):—Q. is called with F' assigned to the changed
node. If two or more constraints are triggered on a node at the same time, the order
of execution is determined by the types associated to the constraints; a constraint of
a certain type is executed earlier than constraints of its subtypes. As for constraints
of two types without subsumption relation and constraints on different nodes, their
execution order is arbitrary.

By using this extension, type constraints are successfully translated to the LiLFeS
language. In Figure 2, a feature structure associated with head_only written in
the TDL is converted to a feature structure in the LiLFeS language and specified
following constr\. The translated LinGO grammar includes 721 types which are
converted by using complex constraints.

The LinGO grammar was successfully ported to LiLFeS in a short period with
the help of the LKB system and the extended feature of the LiLFeS language. The
next section describes the mechanism for providing an efficient programming envi-
ronment for HPSG-based systems including the translated LinGO grammar.

3 The LiLFeS abstract machine

The LiLFeS abstract machine is the core portion of the LiLFeS system, as shown
in Figure 4. Since the LiLFeS language is a base system for developing natural
language processing systems, the abstract machine should have i) efficient feature
structure processing and ii) the ability to execute application programs. To provide
these requirements, our research has focused on:

e Efficient implementation of feature structure operations frequently used in
parsing tasks:

— Unification of typed feature structures
— Copying and equivalence checking

e Instructions and data structures required for application programs
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LiLFeS system
LiLFeS abstract machine —,

T e
—7/0 ype Unification table AMAVL

ompiler,

Code Abstract machine
WAM
_7/Compi ler, C(_)Ide Stack|
(" LiL FeS Source program v
otype definitions @
«definite clause programs Result
\_-feature structures

Fig. 4. The architecture of the LiLFeS system

— Execution of definite clause programs such as cut, findall, and negation as
failure

— Standard data types such as strings, integers, floating point values, and
arrays

For the efficient processing of typed feature structures, we used the Abstract
Machine for Attribute-Value Logics (AMAVL), the architecture proposed by Car-
penter & Qu (1995). By using AMAVL, the LiLFeS abstract machine benefits from
i) compact memory representation of typed feature structures and ii) efficient uni-
fication by pre-compiling feature structures. In addition, the architecture has been
extended for standard data types and arrays. To execute definite clause programs,
we adopted Warren’s Abstract Machine (WAM) (Ait-Kaci, 1991). WAM supports
efficient backtracking, as well as cut, negation as failure, and predicate indexing.
These two abstract machines are integrated into the LiLFeS abstract machine in
an efficient way (Makino et al., 1997), as the data structures and abstract machine
instructions of the two abstract machines are unified and re-designed.

The LiLFeS abstract machine has been extended further with efficient built-
in subroutines such as efficient copying and equivalence checking of typed feature
structures with the concept of normalization. Since these subroutines are frequently
used in parsing, the increase in speed in these subroutines significantly improves
parsing efficiency. In addition, a constraint solving mechanism associated with a
type is implemented to handle the complex constraints introduced in Section 2.2.

Consequently, the LiLFeS abstract machine is an integration of the feature struc-
ture processing capabilities of AMAVL and the definite clause program execution
function of WAM, with extensions required for natural language processing such as
the efficient built-in subroutines and the complex constraints. Since the architec-
ture of the abstract machines has already been published (Carpenter & Qu, 1995;
Ait-Kaci, 1991; Makino et al., 1997), this section describes the extensions of the
LiLFeS abstract machine.
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3. factor out equivalent signs

4. Copy into the chart

Mothers
Rule

Chart

2. Unify daughterswith arule

1. Copy fromthe chart

Daughters
Fig. 5. Operations in a chart parser

3.1 Efficient built-in subroutines

Efficient copying and equivalence checking are especially useful in HPSG parsing
because these operations consume a significant proportion of the total parsing time.
Figure 5 illustrates operations in a chart parser. First an edge is retrieved from the
chart and copied into a working area (1. copy from the chart). A rule is then applied
to the copied feature structures (2. Unify daughters with a rule). If it succeeds, the
result is compared to previously stored results for factoring out equivalent edges
(3. factor out equivalence signs). Finally, the result is stored in the chart (4. copy
into the chart). This chart parser is slightly different from those in other systems
such as the LKB system. In our system, daughters are copied from the chart and the
result is again copied into the chart. By copying the daughters to the working area in
each rule application, the rule is applied with purely destructive unification without
saving any trails for backtracking. This is faster than unification with backtracking.

However, this parsing algorithm requires extensive copying. The cost cannot be
ignored if a naive copying algorithm is used by traversing a feature structure. The
equivalence checking for the edge factoring is also expensive because it requires
simultaneous traversing on two typed feature structures and occurrence checking
to avoid infinite loops on cyclic feature structures. The factoring is therefore not
widely used, although it can reduce the number of rule applications and edges
stored in the chart. These problems are solved when optimized built-in subroutines
for efficient parsing are provided on the compact memory representation inherited
from AMAVL.

To avoid inefficiency in copying, the LiLFeS abstract machine supports block
copying, which does not need to traverse a feature structure (Makino et al., 1997;
Brown & Manandhar, 1998, 2000). As shown in Figure 6, when the LiLFeS abstract
machine copies a typed feature structure, it is first normalized. That is, the copied
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feature structure  normalized block-copied
onmemory  feature structure feature structure

=)

regular copy block copy

Fig. 6. Block copying
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Fig. 7. Block equivalence checking

structure is put on a contiguous block in memory and sorted into a normal form.
When copying this kind of normalized feature structure again, we can use block
copying; copying the memory block in a linear way.

The factoring also benefits from normalization. Block equivalence checking, equiv-
alence checking between two normalized feature structures, is more efficient than
regular equivalence checking (see Figure 7). The block equivalence checking regards
two normalized typed feature structures as two memory blocks to compare them in
the same way as the block copying. Note that the two memory blocks are exactly the
same only when they are equivalent feature structures. By using this routine within
the factoring operation, recursively traversing a feature structure is not necessary,
so factoring costs are drastically reduced.

It should be noted that the LiLFeS abstract machine requires application pro-
grammers to call a memory freeing predicate explicitly. This is because the auto-
matic garbage collection involves processing overhead, and also because we can take
full advantages of the built-in subroutines. It is hard to implement those subrou-
tines with low overhead on systems that depend on other high-level programming
language systems, such as Lisp and Prolog, since their own ‘advanced’ memory man-
agement interferes such subroutines. The parsers we have implemented on LiLFeS
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free memory whenever they finish parsing a sentence, so that the abstract machine
is able to free all memory blocks that were used during the parsing.

3.2 Complex constraint solver

The complex constraint introduced in Section 2.2 is a constraint associated with a
type 7 and applied to every feature structure whose root node is of type 7 or any
of 7’s subtypes. Any feature structures and definite clause programs can be used
to express the constraint, which may include backtracking, cut, negation-as-failure,
assertion, and any other operations.

The implementation of complex constraints is tricky; a naive implementation,
that calls up definite clause programs at the moment that a constraint type is
generated, cannot be used since this may be unsound as it may call up programs
on a partially unified structure. As a result, we chose the following method for
implementation:

1. If a constrained type is generated during unification, a continuation frame,
that points to the constraint solving routine, is pushed onto the stack.

2. When the unification is completed, each continuation frame is popped from
the stack and its corresponding constraint is solved.

3. When all the constraints have been solved, the control is returned to the
original routine.

The advantage of this method is that it does not require special handle routines
to backtracking. Even when backtracking requires previous continuation frames to
be restored on the stack, this is straightforward in this implementation because
LiLFeS, as well as WAM, are able to preserve the content of popped portions of the
stack for later recovery.

4 Performance evaluation

This section evaluates the efficiency of the LiLFeS abstract machine by performing
parsing tasks with the LinGO grammar. The following six parsers were compared:

LKB (vanilla) The LKB system (Copestake, 1992, 1999) with all filtering methods
disabled, simulating the LiLFeS naive parsing strategy.

LKB (release) The parser in the October 1999 release version of the LKB system
with filtering methods (Malouf, Carroll, and Copestake, this volume).

LKB (current) The parser in the current LkB development version with filtering
and parsing strategy optimizations (Oepen & Carroll, this volume).

Naive The CKY-style parser on LiLFeS with no filtering methods.

TNT The TNT parser on LiLFeS with CFG filtering (Torisawa et al., this volume).

TNT* The TNT parser with a threshold number of edges in the first (CFG) pars-
ing phase (see Torisawa et al., this volume for details).

The following experiments are performed on three test suites described in Intro-
duction in this volume, namely, ‘csli’, ‘aged’, and ‘blend’. Sentences that required
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test set parser etasks stasks tgc (s) total (s) etasks/s
LKB (vanilla) 36953 4308 0-18 3-98 9691

LKB (release) 658 556 0-02 0-39 1760

‘esli’ LKB (current) 359 183 0-00 0-23 1517
Naive 28002 3788 - 0-68 41094

TNT 276 145 - 0-12 2300

LKB (vanilla) 107219 13164 0-12 11-87 9060

LKB (release) 1842 1604 0-07 1-13 1725

‘aged’ LKB (current) 866 452 0-00 0-61 1409
Naive 68188 10002 - 1.72 39672

TNT 668 379 - 0-31 2155

LKB (vanilla) 703251 84755 2:97 80-99 9009

LKB (release) 10493 9124 0-25 5-94 1839

Dlend’ LKB (current) 3738 1685 0-12 3-10 1252
Naive 346772 70535 - 14.71 23574

TNT 11261 4938 - 3-67 3068

TNT* 9753 4308 - 1-90 5133

Table 1. Parsing performance with the LinGO grammar

more than 20,000 edges to parse were removed. The profiling data were collected
by using [incr tsdb()] (Oepen & Flickinger, 1998; Oepen & Carroll, this volume)
except for the TNT parser. The use of [incr tsdb()] also guarantees that the deriva-
tions obtained on LiLFeS are the same as the results of the LKB system. All the
experiments were conducted on a 336 megahertz Sun UltraSparc with six gigabytes
of memory.

We should note that LKB (vanilla) and Naive are based on almost the same
parsing algorithm, that is, they require almost the same number of rule applications
(i.e. etasks). However, we must also mention that the number of tasks should be
larger with LKB (vanilla) than with Naive, because the grammars they use are
slightly different. All lexical entries were precompiled (i.e. all lexical rules are already
applied) and no lexical rules are included in the LiLFeS version of the LinGO
grammar. The LiLFeS version has thirty seven grammar rules, while the original
LinGO grammar has thirty seven grammar rules plus twenty seven lexical rules.
LKB can filter out lexical rule applications to phrasal signs and does not suffer
from the overhead of the application of the lexical rules.

4.1 Empirical results with the LinGO grammar

Table 1 shows the experimental results of parsing with the LinGO grammar and
compares five parsers. The meanings of the values in each column are described
in Oepen & Carroll (this volume). The last column shows the number of etasks
per second, which provides an approximate measure of feature structure processing
(mostly unification speed).
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parser preprocessing filtering parsing total
Naive 56 0 662 718
TNT 23 43 38 108

Table 2. Time for preprocessing, filtering, and parsing (ms)

Comparing the last column of LKB (vanilla) and Naive, we can clearly see that
the LiLFeS abstract machine processes feature structures very efficiently. The Lil-
FeS abstract machine can process (unify) typed feature structures around four times
faster than the LKB system. While the number of etasks and stasks is significantly
smaller in LKB due to the filtering methods, Naive still offers a competitive parsing
speed without using any filtering methods.

Comparing LKB and TNT, we notice that efficient feature structure processing
is still essential with parsers based on advanced algorithms. When they performed
almost the same number of etasks and stasks, TNT achieved faster parsing speed
thanks to the efficiency of the LiLFeS abstract machine.

Naive vs. TNT (and LKB (vanilla) vs. LKB) shows the effectiveness of the fil-
tering method. The number of etasks was significantly reduced in TNT compared
with the others, and the parsing speed was drastically increased. The number of
unifications per second (etasks/s) is smaller than that in Naive, because some per-
centage of the parsing time is consumed in filtering out unnecessary tasks and a
successful unification tends to take more time than a failed unification. Note that
the stasks value is also significantly reduced in TNT. This is because CFG filtering
can approximate not only local constraints but also global constraints (Torisawa et
al., this volume).

Table 2 shows the time consumed for preprocessing, filtering, and parsing in Naive
and TNT with the ‘csli’ test suite. Since sentences in the test corpus are short, the
preprocessing requires significant time in the overall parsing time. We found that
most of the preprocessing time is consumed at fetching lexical entries. The cost for
looking up lexical entries should be optimized in future research, although it might
be less significant with longer sentences.

4.2 Efficiency of unification and built-in subroutines

Table 3 shows the time for the unification and other operations (copying and equiv-
alence checking) in parsing the ‘csli’ test suite. The total parsing time is slightly
larger than the results in Table 1 because of the overhead for measuring the time.
Unification accounts for most of the parsing time. When the efficient built-in sub-
routines are used (i.e. block copying and block equivalence checking), their compu-
tational cost is negligible as can be seen on the first row. The second row provides
processing times without factoring, (i.e. without any equivalence checking). In this
case, the efficiency of the block equivalence checking becomes evident as the pro-
cessing time for the first two rows is virtually the same. This is reinformed by the



The LiLFeS Abstract Machine and its Evaluation with LinGO 59

copying & total

parser unification . >
equiv. checking

Naive (with subroutines) 610 46 775
(no factoring) 615 45 770
(without subroutines) 625 196 877
TNT  (with subroutines) 30 17 123

Table 3. Time for unification, copying, and equivalence checking (ms)

poor performance without the efficient built-in subroutines (the third row). The
fourth row shows the time consumption for the unification and built-in subroutines
in the TNT parser. It shows that the efficiency of the built-in subroutines is more
important in parsers based on an advanced parsing algorithm.

5 Ongoing work

We are researching several more methods to further increase the speed of feature
structure processing. The following methods have already been evaluated and shown
their effectiveness at an experimental level. They will be integrated within the
current, parsers and should contribute to their improvement.

The LiLFeS native code compiler (Makino, 1999) generates native machine code
for a Pentium CPU from a LiLFeS source code. An abstract machine instruc-
tion is decomposed and directly compiled to several CPU-level instructions.
The abstract machine code is optimized in compile-time by referring to the
result of dataflow analysis with abstract interpretation. In the current state
the compiled code is more than two times faster in parsing sentences than the
abstract machine emulator. Unfortunately the parsing speed with the LinGO
grammar cannot be measured because complex constraints have not been
implemented yet.

Feature structure packing (Miyao, 1999) aims at processing feature structures
with disjunctions efficiently. A set of non-disjunctive feature structures is
automatically converted into a more compact data structure, a packed fea-
ture structure, by collapsing equivalent parts in the input feature structures.
Since any unification operation is performed on the collapsed parts only once,
unification speed is significantly improved for feature structures with many
disjunctions. Even when the factoring operation is not effective, such as in
parsing with the LinGO grammar, the packing method should improve the
performance of the system significantly. Preliminary experiments show that
the unification speed improved by a factor of 6.4 to 8.4.

6 Conclusion and future work

The LiLFeS system processes typed feature structures efficiently by taking an ab-
stract machine approach. The efficiency of feature structure processing in the LiL-
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FeS abstract machine is apparent in the experimental results done with the LinGO
grammar ported to LiLFeS. Along with the efficient parsing systems, we are in-
vestigating several applications with HPSG-based grammars. Some research, such
as statistical parsing (Kanayama et al., 1999) and robust parsing (Steiner & Tsu-
jii, 1999a, 1999b) to support these applications is being conducted. Furthermore,
the LiLFeS system is used not only for HPSG-based systems but also for other for-
malisms, such as an efficient TAG parser (Yoshida, Ninomiya, Torisawa, Makino,
& Tsujii, 1999).
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Abstract

This paper describes a method to construct a case frame dictionary automatically from a raw corpus.
First, we parse a corpus and collect reliable examples from the parsed corpus. Secondly, to deal with
semantic ambiguity of a predicate, we distinguish examples by a predicate and its adjacent case com-
ponent and cluster them. We also report on an experimental result of case structure analysis using the

constructed dictionary.
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NEC Corporation
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coordinator

Shin-ichiro Kamei

Title of the project

“Multilingual Natural Language Processing Technologies”®

(Research on extraction technology of translation
equivalents from large scale corpora)

Duration of the project

March 15, 2000 March 31, 2001

Purpose of the project

Multilingual natural language processing is one of the
most important technologies, since a large volume of
multilingual texts are being created, circulated, and
accumulated through Internet. This research develops

a new method of extracting language information from
large corpora, improving current natural language
processing technologies. In particular, this subproject
focuses to develop a method of extracting translation
knowledge from comparable corpora.

Summary of the results

We developed a method to extract translation
probabilities of a word in the source language into
its translation equivalent in the target language.
This method is based on syntactic and statistical
analyses of comparable corpora, utilizing bilingual
dictionaries.

Key Word

Natural Language Processing, Machine Translation,
Comparable Corpus, Translation Equivalents

Publication, patents,
etc.

Patent application No. 2001-144337 "Translation
probabilities assigning device, method, and program”

Future plans

The developed method and i1ts improvement will be
implemented on a machine translation system in 2 or 3
years, of which quality is improved using domain
dependent translation equivalents selection.
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EDR

6 6
EDR
12 13,438 3,668 169,383 100,178
21 89,406 7,288 1,109,297 312,844
]

EDR EDR
3,587 2.101 22,916 14,245
6,554 2,426 28,122 10,344

arm( - ) fruit( - ) ticket( -
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gas( ) number( - ) straw(

beverage( ) food( )

today( - )

duty( - ) extension ( ) prescription(

[ ]

absolutely 0.840426 0.159574
0.778906 0.221094

address 0.319295 0.315377 0.264447
0.811620 0.125911 0.030158

age 0.541295 0.189065 0.095540
0.285761 0.284947 0.143531

application 0.291840 0.230982 0.141079
0.666676 0.333324

arm 0.652394 0.121547 0.066759
0.714640 0.285360

beverage 0.808511 0.191489
0.956826 0.043174

conductor 0.882353 0.117647
1.000000
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direction 0.350959 0.233973 0.095616
0.803701 0.117548 0.034936

duty 0.239875 0.222741 0.140187
0.668363 0.331637

exchange 0.354603 0.258368 0.132845
0.415504 0.228715 0.153357

extension 0.572115 0.245192 0.068269
0.909482 0.090518

food 0.354839 0.224014 0.136201
0.746096 0.253904

fruit 0.669739 0.144393 0.113671
0.571590 0.357243 0.071167

gas 0.767677 0.181818 0.050505
0.751585 0.194515 0.053901

guide 0.375734 0.252446 0.133072
0.663889 0.205271 0.099063

introduction 0.406940 0.282109 0.166742
1.000000

number 0.338364 0.107546 0.082446
0.544577 0.308071 0.069416

order 0.608705 0.130573 0.077118
0.656225 0.219622 0.077547

prescription 0.360809 0.222395 0.160187
0.642939 0.149954 0.127133

reservation 0.556180 0.345506 0.098315
0.999990 0.000010

straw 1.000000
1.000000

ticket 0.465950 0.193548 0.093190
0.623259 0.213306 0.048103

today 0.766613 0.149514 0.065235
0.881250 0.052552 0.044318

transfer 0.313235 0.169118 0.168382
0.380654 0.311988 0.155436
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()

back-gr 0.500000 0.500000

ound 0.506708 0.493292
0.500021 0.499979

ceremo 0.500000 0.500000

ny 0.529685 0.470315
0.500117 0.499883

course 0.356322 0.195402 0.166667
0.374100 0.349878 0.076727
0.374072 0.349912 0.076727

glad 0.392523 0.373832 0.102804
0.621084 0.284181 0.057656
0.402424 0.377506 0.098349

please 0.522727 0.464646 0.012626
0.401381 0.329041 0.269578
0.401298 0.329083 0.269619

reserve 0.363636 0.363636 0.212121
0.299394 0.238658 0.182232
0.358543 0.354748 0.215325
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(A
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(B)

©

age 0.541295 0.189065 0.095540
0.285714 0.285714 0.142857
0.389419 0.294072 0.148187
0.285761 0.284947 0.143531

turn 0.182431 0.136730 0.085409
0.253968 0.253968 0.174603
0.157626 0.157320 0.103695
0.249534 0.248417 0.165575

[

need 0.956522 0.021739 0.021739
0.509503 0.490497 0.000000
0.762588 0.200481 0.036930

person 0.979167 0.016667 0.004167
0.901716 0.098284 0.000000
0.919380 0.077228 0.003391

trip 0.726316 0.136842 0.063158
0.514172 0.317897 0.145440
0.690531 0.140400 0.079202
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[

(©)]

blue 0.500000 0.375000 0.125000
0.540495 0.266323 0.193182
0.497452 0.376374 0.126174
egg 0.959184 0.040816
1.000000 0.000000
0.916767 0.083234
(A)(B)(C)
turn
find need necessity person man
blue sea
€99
egg (30) ---  (10) - 99.99999%
---  (235) - 0.00001%
€99
person( )  man( ) friend(
) party( )
€d9
€99
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(B)

age

trip

(C) (B)
(B)
©)
(B)
©)
need 194 405
trip 67 107
person 54 61
blue 14 12
€egg
a
B

25



make

like

like 0.736842 0.236842 0.026316
0.747401 0.232072 0.020527
0.399233 0.319833 0.280934
make 0.473142 0.194791 0.170374
0.479179 0.194426 0.169985
0.257577 0.236272 0.220226

like

make
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Date of preparation

March 31, 2001

Field /
Project number

Field: Electronics and information technology
No. 99Y 03-110-3

Research
organization

Hitachi, Ltd.

Post of the research
coordinator

Senior Researcher, Multimedia Systems Research
Department, Central Research Laboratory

Name of the research
coordinator

Hiroyuki Kaji

Title of the project

Multilingual Natural Language Processing Technologies
—A Method for Generating a Translation Example Base

Duration of the project

March 15, 2000 March 31, 2001

Purpose of the project

Development of a method for automatically identifying
the correspondences between phrases of a pair of
sentences, one a translation of the other.

Summary of the results

The proposed method consists of (i) coupling words by
consulting a bilingual lexicon, (ii) coupling phrases
based on correspondences between words, and (iii)
canceling the correspondences inconsistent with
correspondences between upper phrases. The method,
combined with Japanese and English HPSG parsers,
was evaluated using patent and news texts. It
attained 69.1% recall and 65.8 precision. It will
reduce the cost of developing machine translation
systems.

Key Word

Bilingual corpus, Machine translation, Phrasal
alignment, Parsing

Publication, patents,
etc.

Paper: none

Patent: Japan Patent Application No. 1991-315981 submitted
prior to the project is under examination. US Patent No.
5442546 has been alowed.

Future plans

The method will be further improved, and it will be used
as a tool for developing natural language processing
applications.
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(Nagao 1984; Sato 1990)

1990
Kaji 1992; Matsumoto 1993; Meyers 1996; Wu 1997; Watanabe 2000

HPSG

(Head-driven Phrase Structure Grammar)

(Torisawa 1996; Makino 1998; Mitsuishi 1998; Ninomiya 1998; Kanayama 2000)
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John bought a car with four doors.
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John bought a car with four doors
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[John]
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(b)

door] [

( N ( e ( )pp
(John)n  (John)ne
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100
John”
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John bought a car with four dollars.
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John bought a car with four doors.
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CYK

Cocke-Younger-Kasami (Aho 1972)
CYK (@)
i ] Ali)) i (i+j-1)
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John bought a car with four doors
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(a) (b)

i J B(i.) i (i+j-1)
i)
i i
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i
i)
i)
i 1 i p(i.j)
i (i+-1) q(i.j) B(i-p(i.j), ra(ij)) -

B(i-p(i.j), j-a(iy)  A(i.J)

(1)
(2)
3
(4)
()

The present invention relates to a high speed and low power consumption logic
circuit which is generally suitable for logic circuit of a data processor.

ID ID




I “ 3_gn “ 351 “ |OgiC gu

1 The
2 present a
invention b
relates c
to
a
high
3-g, 3-k speed
4-h, 4-1 . and
- low d
5-1 5
power e
consumption f
6 logic ¢
circuith
which
7-d 7 is
8-f 6 generally i
9-e 0 suitable
for
10-g, 10-k 10 logic «
11-h, 11-1 " circuiti
of
_ a
12-e 12 data
processor

(Maximum compatible link
set)

M.C.L.S.
M.C.L.S.

[ 3 4 )13
{ {3-g, 4-h}, {3-g9, 4-1}, {3-k, 4-h}, {3-k, 4-1} }
[~ 8 9 J1a

{ {7-d, 8-F, 9-¢} }

10



[ 10 11 ]1s

{ {10-g, 11-h}, {10-g, 11-1}, {10-k, 11-h}, {10-k, 11-1} }
[ 3 4 5 6 |16

{ {3-9, 4-h, 5-i, 6-j}, {3-9, 4-1, 5-1, 6-j},

{3-k, 4-h, 5-i, 6-j}, {3-k, 4-1, 5-i, 6-j} }

[ 7 8 9 10 11 Ja7

{ {7-d, 8-, 9-e, 10-g, 11-h }, {7-d, 8-f, 9-e, 10-g, 11-1},

{7-d, 8-f, 9-e, 10-k, 11-h }, {7-d, 8-, 9-e, 10-k, 11-1}

[ low 4, power ¢, consumption ] m
{ {7-d, 8-f, 9-e} }
[ logic g, circuit n] n
{ {3-9, 4-h}, {3-9, 11-h}, {4-h, 10-g}, {10-g, 11-h} }
[ logic k, circuit | ] o
{ {3-k, 4-1}, {3-k, 11-1}, {4-1, 10-k}, {10-k, 11-1} }
[ high , speed , low 4, power ¢, consumption ¢, logic ¢, circuit n] p
{ {3-9, 4-h, 7-d, 8-f, 9-e}, {3-9, 7-d, 8-f, 9-e, 11-h},
{4-h, 7-d, 8-f, 9-e, 10-g}, {7-d, 8-f, 9-e, 10-g, 11-h} }
[ generally i, suitable j, logic «, circuit |, data , processor ] q
{ {3-k, 4-1, 5-i, 6-j}, {3-k, 5-i, 6-j, 11-1},
{4-1, 5-i, 6-j, 10-k}, {5-i, 6-j, 10-k, 11-1} }

M.C.L.S.
Bi Bx M.C.L.S.
(@) Bi Bx Lix
(b) Bi B« M.C.L.S. * "
(©) Bi Bx M.C.L.S. Bi
(i) M.C.L.S. Lix
Li—x
(ii) M.C.L.S. Lix
Lix M.C.L.S. M.C.L.S.
“ " M.C.L.S.

11
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[ 3 4 )13

{ {3-q, 4-h}, {3-9, 4-1}, {3-k, 4-h}, {3-k, 4-1} }

[~ 8 9 J1a

{{7-d, 8-f, 9-e} }
[ 10 11 ]1s

{ {10-g, 11-h}, {10-g, 11-1}, {10-k, 11-h}, {10-k, 11-1} }
[ 3 4 5 6 |16

{ {3-g, 4-h, 5-i, 6-j, 13-n}, {3-g, 4-h, 5-i, 6-j, 13-0},
{3-g, 4-1, 5-i, 6-j, 13-n}, {3-g, 4-1, 5-i, 6-j, 13-0},

£3-k, 4-h, 5-i, 6-j, 13-n}, {3-k, 4-h, 5-i, 6-j, 13-0},

{3-k, 4-1, 5-i, 6-j, 13-n}, {3-k, 4-1, 5-i, 6-j, 13-0} }

[ 7 8 9 10 11 Ja7

{{7-d,8-f,9-e, 10-g, 11-h, 14-m, 15-n}, {7-d, 8-f, 9-e, 10-g, 11-h, 14-m, 15-0},
{7-d, 8-F, 9-e, 10-g, 11-1, 14-m, 15-n}, {7-d, 8-F, 9-e, 10-g, 11-1, 14-m, 15-0},
{7-d, 8-F, 9-e, 10-k, 11-h, 14-m, 15-n}, {7-d, 8-F, 9-e, 10-k, 11-h, 14-m, 15-0},
{7-d, 8-F, 9-e, 10-k, 11-1, 14-m, 15-n}, {7-d, 8-F, 9-e, 10-k, 11-1, 14-m, 15-0} }

[ low 4, power ¢, consumption ] m
{{7-d, 8-f, 9-e} }
[ logic g, circuit n] n
{ {3-9, 4-h}, {3-9, 11-h}, {4-h, 10-g}, {10-g, 11-h} }
[ logic k, circuit | ] o
{ {3-k, 4-1}, {3-k, 11-1}, {4-1, 10-k}, {10-k, 11-1%} }
[ high , speed , low 4, power ¢, consumption ¢, logic g, circuit n] p
{ {3-9, 4-h, 7-d, 8-f, 9-e, 13-n, 14-m}, {3-g, 4-h, 7-d, 8-f, 9-e, 14-m, 15-n},
{3-9, 7-d, 8-f, 9-e, 11-h, 13-n, 14-m}, {3-g, 7-d, 8-f, 9-e, 11-h, 14-m, 15-n},
{4-h, 7-d, 8-f, 9-e, 10-g, 13-n, 14-m}, {4-h, 7-d, 8-f, 9-e, 10-g, 14-m, 15-n},
{7-d, 8-f, 9-e, 10-g, 11-h, 13-n, 14-m}, {7-d, 8-f, 9-e, 10-g, 11-h, 14-m, 15-n} }

[ generally i, suitable j, logic «, circuit |, data , processor ] q
{ {3-k, 4-1, 5-1, 6-], 13-0}, {3-k, 4-1, 5-i, 6-j, 15-0},
{3-k, 5-i, 6-j, 11-1, 13-o0}, {3-k, 5-i, 6-j, 11-1, 15-0},
{4-1, 5-i, 6-j, 10-k, 13-o}, {4-1, 5-i, 6-j, 10-k, 15-0},
{5-1, 6-j, 10-k, 11-1, 13-o0}, {5-i, 6-j, 10-k, 11-1, 15-0} }
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“ ? M.C.L.S.

B
B B *
M.C.L.S.
M.C.L.S.
M.C.L.S.
M.C.L.S.
3 4 )13
{ {38, 40}, {3k, 4-1} }
7 8 9 J1a
{ {7-d, 8-f, 9-¢} }
10 11 ]1s
{ {10-g, 11-h}, {#6=k, &=} }
3 4 5 6 |16

£ {3-k, 4-1, 5-i, 6-j, 13-0} }
7 8 9 10 11 Ja7

{ {7-d, 8-, 9-e, 10-g, 11-h, 14-m, 15-n} }

[ low ¢, power e, consumption ¢] m

{ {7-d, 8-f, 9-¢} }

[ logic g, circuit n] n

{ {8=8, 4=k}, {10-g, 11-h} }

[ logic k, circuit | ] o

{ {3-k, 4-13}, {36=k, &=} }

[ high, speed, low 4, power ¢, consumption ¢, logic ¢, circuit n] ,

{ {7-d, 8-, 9-e, 10-g, 11-h, 14-m, 15-n} }

[ generally i, suitable j, logic «, circuit |, data , processor ] q

{ {3-k, 4-1, 5-i, 6-j, 13-0} }
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ny Ne

8 denotes an external address signal supplied to the memory device 2.

The resist film 109 photosensitized by the electron beam is then developed with a
developer to form a kind of window as shown in Fig. 18, whereafter the
protective film 111 is subjected to dry etching.
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(recall) (precision)

30
69.1%
65.8%
30 100 50 156
30
78%
1
1
(a)
(5.7)
=(7,10) is then developed with a developer to form a kind of window as shown in
Fig. 18
(b)
(11,5)
=(17,7) whereafter the protective film 111 is subjected to dry etching
(2)
(6,4) =(3,4) external address signal supplied
(7,2) =(3,2) external address
(3
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(12,4) =(17,7) whereafter the protective
film 111 is subjected to dry etching

(11,5) =(17,7) whereafter the
protective film 111 is subjected to dry etching

“ form” “ subject”
1)
(Gale 1991; Kupiec 1993;
Dagan 1993; 1994; Fung 1995; Kgji 1996; Kitamura 1996)
(2)
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(3)

(1)

(Matsumoto 1993; Watanabe 2000)

(a) (b)

sister

clause

Mary has long hair.
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John bought a car with four doors.

buy buy

/o SN TN

John car John car door

i i i

door four

i i

four
(@)

Mary has.long hair.

/ N\ i \
o

(b)

Mary has long hair.

21



John bought a car with four dollars.

(buy a car)ve [buy,
car] { . }
(buy a car)ve
( vp

(buy a car)vp

( v = (bought
a car with four dollars)ve ( )ep = (with four dollars)ep
( v = (bought a car)vp

John bought a car with four dollars.

OO O

(i)
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2.1

1988 7

2001 3

1990 1

1999 12

1990 10

2000 12



1991/05/05 Holiday Flea Markets Mushroom

1991/05/05 Environment Concern Rises With Age

1991/05/05 Long-Term Rail Plan Formulated

1991/05/05 Seven Wonders Of Japan--7 Types Of Japanese Ambiguity

1991/05/05 School Days (14): Roles

1991/05/05 Fashion--A Look At The Tokyo Collections
1991/05/05 Child Population Hits Lowest Recorded Level
1991/05/05

1991/05/05 Foreign Workers Promised Better Job Conditions
1991/05/05 Housewives Foresee Paying For Waste Disposal
1991/05/04

1991/05/05 Sudden Illness Claims Workers in Their Prime
1991/05/04

1991/05/05 Waseda Hostages Come Home

1991/05/05

1991/05/05 Editorial--Taiwan And The Mainland
1991/05/04

1991/05/06 Editorial--Vietnam Trade In Limelight
1991/05/04

1991705706 Film--Last Frankenstein

1991/05/06 Bunraku--May Preview

1991/05/06 2 Children Die In Fire Set After Family Tiff
1991/05/05

1991/05/06 Kids®" Pocket Money Increase 13 Percent

1991/05/05

1991/05/06 Law Restricts Schools To "Official® Foreign Students
1991/05/05

1991/05/06 Ministry Looking Into Housing Zone Changes

1991/05/05

1991/05/06 Things To Do--Kansai

1991/05/06 Tokyo Firm Defaults On 4.5 Mil. Dollars Owed To Soviet
1991705706

1991/05/06 Things To Do--Kanto

1991/05/06 Japan How To--Woodblock Printmaking (5)

1991/05/06 Mingei--ltaya-Zaiku

1991/05/06 The Metropolitan Library Service In Tokyo.

1991/05/06 Tokyo Univ. Hospital®"s Professionalism Under Fire: Series |
1991/05/08 Within My Ken--The Decayama, Toyama

1991/05/08 Vanishing--Geisha

1991/05/08 Tokyo Univ. Hospital (2): A Mecca For Unofficial Doctors
1991/05/08 B"desh Embassy Calls For Aid

1991/05/06

1991/05/08 Along The Tokaido--Day Three

1991/05/08 Coke Carrier Arrested

1991/05/08

1991/05/08 House Member Commits Suicide

1991/05/08 End To Labelling Chaos Sought: Guidelines For Vegetables
1991/05/06

1991/05/08 Man Detained 16 Years Confirmed Not Guilty

1991/05/07

1991/05/08 Editorial--Japan®s Promise To Asia

1991/05/06

1991/05/08 Free-Lancing Works For Some

1991/05/08 Lower House Passes 3 Percent Tax Revision Bill
1991/05/07

1991/05/08 PM Directs More Aid To ASEAN




2.2.

2.2.1.

Editorial--Vietnam Trade In Limelight
1991/05/06

Vietnam has suddenly begun to draw attention. Planes flying from Bangkok to Ho Chi Minh City are reported to be filled with businessmen.
Mitsubishi Oil Co. is about to participate in the development of oil resources off the Vietnam coast, and the opening of a Vietnam route is being
planned by Japan Airlines.

Discussion are taking place within the Asian Development Bank for the restart of financing Vietnam which has begun to convert from a planned
to amarket economy. We believe that the time has come to begin thinking seriously, in aforward looking manner, about economic cooperation with
Vietnam.

In the background of the new world attention to Vietnam are that country's adoption of a policy of economic reforms, activation of a market
economy, and advance along the path of competition by the introduction of a system of ownership inclusive of private ownership. The results of these
measures have not been fully substantiated as yet, but in 1989 the export of 1,1400,000 tons of rice become possible. In fact, Vietnam become the
world's third largest rice exporting country next to the United States and Thailand.

It is worthy of note that Vietnam has the possibility of becoming the core of an "Indochina economic bloc" that will be on a par with Thailand
which has made a remarkable economic advance.

Five countries, including Indochina's Vietnam, Laos and Cambodia, together with Thailand and Myanmar(formally Burma) isfivetimesthe size
of Japan. The basins of the Mekong and Irrawady rivers have abundant water resources and a delta zone, and there are mineral resources that could be
developed.

Vietnam's move toward a market economy is related to the end of the Cold War and the reduction of aid from the Soviet Union and Eastern
Europe.

Meanwhile, Vietnam's relations with the countries of ASEAN are being strengthened at a rapid tempo. President Suharto of Indonesia visited d
Vietnam in November last year. As that time Vietnam expressed its desire to join ASEAN.

Although some time might be required before this can take place, the feeling is spreading among the ASEAN countriesthat "it is not desirable to
isolate Vietnam."

In considering relations with Vietnam, the Cambodian Problem cannot be ignored. In January 1979,Vietnamese troops invaded Cambodia. Japan,
in protesting this , froze aid to Vietnam. The situation has changed greatly since then. Vietnam withdrew its troops from Cambodia in
September1989. From then on the Cambodian problem has been moving toward a peaceful settlement.

Some problems remain. Vietnam has a number of personnd still in Cambodia as technical advisors. The United States id negotiating with
Vietnam in regard to American soldiers who became missing in action(MIA) during the Vietham War. The United states is unlikely to normalize
relations with Vietnam until the Cambodian and MIA problems are solved, and it will also be wary about other countries normalizing ties with
Vietnam.

1991/05/04




2.2.2.

Sudden IlIness Claims Workersin Their Prime
1991/05/05

One in eight people who passed away in the prime of life died from sudden illnesses, according to a government survey.

In its first ever effort to examine the nation's deaths among working-aged people, the Health and Welfare Ministry concluded that the threat
of sudden death is areality for overworked Japan.

To obtain results, the ministry interviewed surviving family members of 30 to 65year-old people who died between April and May
1989. The survey was conducted in 10 prefectures which have death rates typical of the national average.

According to the survey, out of 6,529 deaths, 12.2 percent, or 797 of them were sudden desths. A week or less before they died fromillness al of
them led normal healthy lives. Taking the average number of deaths that afflict a population of 100,000, 58.5 of the people who ded suddenly were
men, and 20.5 were women. Thus 2.9 times more men than women died suddenly.

The percentage of deaths in different age groups that resulted from sudden illnesses varied from 11.8percent to 12.3 percent. In a population of
100,000, 10.2 30-year-olds, 24.2 40-year-olds, 61.550-year-olds and 105.1 60- to 65-year-olds died suddenly.

Over 85 percent were attributed to ailments of the brain and heart. Some 34.6 percent were attributed to some sort of stroke, including cerebral

infarctions, and subarachnoid hemorrhages, followed by 31.5 percent from cardiac insufficiency, and 19.8 percent from myocardia
infarctions, angina pectoris and other such heart conditions stemming from the obstruction of arteries.

Cardiac insufficiencies were the most common cause of death, at 33.1 percent, among men who died on  short notice.

At 43.3 percent, circulatory problems in the brain caused more sudden deaths among women than any other ailment.

Some 72 percent of the people who died had been troubled with some kind of irregular physical condition.

High blood pressure was a symptom in 32.4 percent -- 29.9 percent among men and 39.9 percent among women.

When they first becameill, 64.9 percent of them complained of subjective symptoms. The most common  symptoms were of fatigue, and sharp pains.
However, 16.6 percent who said by the time they discovered the problem it was too late.

The sudden deaths were not without prior notice. Although the survey shows that the peoplewho died  within aweek after getting ill werefinebefore
that, 40.7 percent felt weak or more susceptible to  sickness than usual. The remaining 59.3 percent were healthy.

In particular, 65.9 percent of the people who died from circulatory problems of the brain, and 60.6 percent who died from cardac insufficiencies, were
healthy up to seven days before their deaths. Y et, nearly 70 percent of them complained of some sort of abnormality from the seventh day onward.
Over 24 percent of the people who died of circulatory problems in the brain had complained of headaches.

Almost 30 percent of the people who died of cardiac insufficiencies said they were weary, fatigued or  felt sharp pains, and 36.7 percent of the people
who died of the obstruction of arteriesin the heart told other family members of cold sweats, breathing problems and chest pains.

Ailments beset the people most often at around 7 am. and 6 p.m. Heart and artery problems struck in  the early morning hours. Over 25.3 percent of
the people were hit with their ailment while asleep, 13.4 percent were taking a rest or on a bresk, and 10.3 percent were commuting to work

or already there.

1991/05/04




2.2.3.

2 Children Die In Fire Set After Family Tiff
1991/05/06

NIKKO, Tochigi -- Two young children were burned to death over the weekend after their grandmother allegedly set fire to
the house in a quarrel with her son, it was reported Sunday.

The nine-member family of Tomi Terauchi, 52, was having dinner

Saturday when an argument broke out over the meal.

In the heat of the argument, Terauchi was hit on the head by her fourth son, Masanobu,21, according to Nikko Police
Station.

She was so angry that she went straight to the entrance hall where kerosene was kept, splashed it around and then set
it alight, police said.

The fire spread quickly and raged through the wooden house, burning adjoining houses.

In the debris, investigators found the charred remains of Shoichi Oda, 2, and Madato Oda, 4, grandson and granddaughter
of Mrs. Terauchi.

After reportedly confessing, she was arrested on arson charges.

1991705705




2.2.4.

Sudden IlIness Claims Workersin Their Prime

1991/05/05

1991/05/04

One in eight people who passed away in the prime of life died
from sudden illnesses, accordingtoa government survey.

To obtain results, the ministry interviewed surviving family members of
30- to 65year-old people who died between April and May
1989. The survey was conducted in 10 prefectures which have death
rates typical of the national average.

According to the survey, out of 6,529 deaths, 12.2 percent, or 797 of
them were sudden desths. A week or less before they died from
illness all of them led normal  healthy lives.

Taking the average number of deaths that afflict a population of
100,000, 58.5 of the people who died suddenly were men, and 20.5
were women.

The percentage of deaths in different age groups that resulted from
sudden illnesses varied from 11.8percent to 12.3 percent. In a
population of 100,000, 10.2 30-year-olds, 24.2 40-year-olds, 61.550-
year-olds and 105.1 60- to 65-year-olds died suddenly.

Some 34.6 pecent were atributed to some sort of stroke,
including  cerebra infarctions, and  subarachnoid hemorrhages,
followed by 31.5 percent from cardiac insufficiency, and 19.8 percent
from  myocardid infarctions, angina pectoris and other such
heart conditions stemming from the obstruction of arteries.

Cardiac insufficiencies were the most common cause of death, at 33.1
percent, among men who died on short notice. At 433
percent, circulatory problems in the brain caused more sudden
deaths among women than any other ailment.

Some 72 percent of the people who died had been troubled with some
kind of irregular physical condition.

High blood pressure was a symptom in 324 percent -- 29.9
percent among men and 39.9 percent among women.

When they first became ill, 649 percent of them complained
of subjective symptoms.

The most common symptoms were of fatigue, and sharp pains.

However, 16.6 percent who said by the time they discovered the problem
it was too late.
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3.2.

3.2.1.

End To Labelling Chaos Sought: Guidelines For Vegetables
1991/05/08

The Ministry of Forestry and Fisheries has begun to develop a set of
guidelines that it hopes will regulate the use of labels on fruits and
vegetables, ministry sources said. It is hoped that the set of standards
will make it easier for consumers to figure out what processes
or chemicals have been used on what they eat, the sources said. The
ministry is examining whether a set of guidelines covering the use of
labels on processed foods and indicating the caorific content of
food sold by restaurants could be enforced by government.
Consumers are becoming increasingly concerned with the labels on
foods that indicate safety and quality levels, and the results of the
ministry's deliberations on the issue are therefore likely to draw a great
deal of attention.

A ministry spokesman said there are more than 60 different kinds of
labels currently used by the food distribution industry. There are
|abels attached to unripe fruit to indicate that no agricultural chemicals
have been used, as well as labels that indicate fruit is fully ripe, has
been picked early in the morning or been grown on atree.

There are no standards covering the use of these labels however, and
therefore often merely serve to confuse consumers. For example,
there are labels that say "low amounts of agriculturd chemicas
used,” and others that say "reduced amounts of chemicals used,"
leaving the consumers ...
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1991/05/06

1991/05/08
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A major Japanese agricultural federation and Jordan will jointly build a large-scale chemical fertilizer plant in the
Jordanian city of Agaba, sources told the Mainichi Thursday.

More than 50 percent of a surveyed group of housewives see charging households for waste disposal as
inevitable, according to the Economic Planning Agency.

The ordinary session of the Diet which just ended on Wednesday broke the record for time spent on
deliberations and adopting bills submitted by the Cabinet, according to a Liberal-Democratic Party Leader.

Conjoined Viet Twins Die Before Operation

Mitsubishi Oil Co. is about to participate in the development of oil resources off the Vietnam coast, and the opening
of a Vietnam route is being planned by Japan Airlines.

Editorial--Taiwan And The Mainland

The Justice Ministry has applied an ordinance that restricts access to the nation"s schools to official foreign
exchange and Japanese-language students to prevent a Filipino high schooler from studying here.

NIKKO, Tochigi -- Two young children were burned to death over the weekend after their grandmother allegedly set fire
to the house in a quarrel with her son, it was reported Sunday.

Vietnam has suddenly begun to draw attention.

The sisters, 6-month-old Binh and Thanh, were believed to have been born conjoined due to their parents” exposure to
the remnants of a defoliant used in the Vietnam War.
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Editorial--Vietnam Trade In Limelight

1991/05/06 1991/05/04

Vietnam has suddenly begun to draw attention.

Planes flying from Bangkok to Ho Chi Minh City are
reported to be filled with businessmen.

Mitsubishi Oil Co. is about to participate in the
development of oil resources off the
Vietnam coast, and the opening of a Vietnam route is
being planned by Japan Airlines.

Discussion are taking place within the Asian
Development Bank for the restart of financing Vietnam
which has begun to convert from a planned

to a market economy.

We believe that the time has come to begin
thinking seriously, in a forward looking manner, about
economic cooperation with Vietnam.

In the background of the new world attention to
Vietnam are that country's adoption of a policy of
economic  reforms, activation of a market
economy, and advance along the path of competition by
the introduction of a system of ownership inclusive of
private ownership.

The results of these measures have not been
fully substantiated as yet, but in 1989 the export of
1,1400,000 tons of rice become possible. In fact,
Vietnam become the world's third largest rice
exporting country next to the United
States and Thailand.

It is worthy of note that Vietnam has the possibility
of becoming the core of an "Indochina economic bloc"
that will be on a par with Thailand which has made a
remarkable economic advance.
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Five countries, including Indochina®s Vietnam, Laos and
Cambodia, together with Thailand and Myanmar(formally
Burma) is five times the size of Japan.

The basins of the Mekong and Irrawady rivers
haveabundant water resources and a delta zone, and
there are mineral resources that could

be developed.

Vietnam"s move toward a market economy is related to
the end of the Cold War and the reduction of aidfrom
the Soviet Union and Eastern Europe.

Meanwhile, Vietnam"s relations with the countries of
ASEAN are being strengthened at a rapid tempo.
President Suharto of Indonesia visited d

Vietnam in November last year.

As that time Vietnam expressed its desire to join
ASEAN. Although some  time might be required before
this can take place, the feeling is spreading among
the ASEAN countries that "it is not desirable

To 1isolate Vietnam."
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