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【Outline of survey】 
Robot audition is a capability in which a robot can hear sounds with its own microphones (ears) 

mounted on its body. This capability is critical in deploying robots in the real world. Robots usually hear 
a mixture of ounds in the real world.  Computational auditory scene analysis (CASA) studies sound 
source localization, separation, and recognition of separated sounds.  We are applying the results of our 
previous research on CASA to robot audition in order to implement the capability of listening to several 
things simultaneously, like “Shotoku-Taishi” (Prince Shotoku), who could, Japanese legend says, listen 
to the petitions of ten people at the same time. We are focusing on the following research topics: 
1) Develop CASA primitives that require minimum prior information for individual robots and 
environments.  2) Exploit hierarchical integration of audio-visual information to localize, separate, and 
recognize sounds uttered by multiple moving talkers.  3) Develop symbol acquisition and 
communication capabilities by exploiting the embodied interaction.  4) Develop multi-person 
interaction capabilities based on the recognition of speech, music, and environmental sounds. 
 

【Expected results】 
A higher level of symbiosis between humans and robots will be attained by achieving the following 

capabilities: 
1) Easy installment of a robot audition system so that any kind of robot can hear multiple sounds the way 

Shotoku-Taishi could. 
2) Recognition of various kinds of sounds including speech, music, and environment sounds. 
3) Utilization of unused sound information by converting sounds to symbols. 
4) Sound enhancement by modeling and cancelling out self-generating sounds caused by motors. 
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